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ABSTRACT
Recent automated software testing techniques concentrate on achieving path coverage. We present a complexity measure that provides an upper bound for the number of paths in a program, and hence, can be used for assessing the difficulty of achieving path coverage for a given method. We define the path complexity of a program as a function that takes a depth bound as input and returns the number of paths in the control flow graph that are within that bound. We show how to automatically compute the path complexity function in closed form, and the asymptotic path complexity which identifies the dominant term in the path complexity function. Our results demonstrate that path complexity can be computed efficiently, and it is a better complexity measure for path coverage compared to cyclomatic complexity and NPATH complexity.
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General Terms
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1. INTRODUCTION
Automated testing, i.e., automated generation of test cases, has become a very active area of research. Part of the surge in research activity in this area stems from the fact that, in the last two decades, automated verification research has mainly focused on bug finding techniques which resulted in merging of automated verification and automated testing research areas. Exhaustive exploration techniques such as model checking [15] [35], static analysis techniques such as extended static checking [13], and symbolic reasoning techniques such as symbolic execution [21] combined with advanced decision procedures [2, 8] have been effectively adopted to automated testing [16, 31, 5, 6, 7, 30].

This blurring of the lines between automated verification and testing resulted in new techniques that focus on path coverage rather than more traditional testing criteria such as statement coverage, branch coverage, and MC/DC coverage. Path coverage demands that all paths in the program are explored during testing. This is not always possible since some program paths may not be feasible. Moreover, in the presence of loops and unbounded recursion, the number of program paths may not be bounded. So, rather than targeting full path coverage, many modern automated software testing techniques try to cover paths up to a certain execution depth (where the execution depth can be increased iteratively with iterative deepening) [30].

In this paper, we show how to compute the path complexity of a program which provides an upper bound for the number of execution paths in a program with respect to the execution depth. As such, path complexity can be used to assess the difficulty of achieving path coverage with respect to increasing depth. Path complexity focuses only on the control flow structure and cannot determine the difficulty of finding input values that can exercise a certain branch condition. However, due to this abstraction, path complexity can be computed efficiently as we demonstrate in this paper.

Path complexity of a program with an acyclic control flow graph (i.e., no loops or recursion) is simply the number of paths in that control flow graph. In the presence of cyclic control flow graphs, path complexity of a program is a function that takes a single number \( n \) as input, which corresponds to the execution depth, and evaluation of the path complexity function gives the number of paths of the program within that depth. In this paper, we show how to compute the path complexity function using graph theoretic techniques. Note that path complexity function could be a complicated function with many terms and constants. We also define and show how to compute the asymptotic path complexity...
complexity which corresponds to the most significant term in the path complexity function. Using asymptotic path complexity, we can classify programs as programs with constant, polynomial, or exponential path complexity, and identify the degree of the polynomial for programs with polynomial path complexity and the base of the exponent for programs with exponential path complexity.

Based on the techniques we present in this paper, we implemented a tool for computing path complexity and asymptotic path complexity of Java methods. We first extract the control flow graph of each method from the Java bytecode and then compute the path complexity and the asymptotic path complexity on the control flow graph. Our current implementation is intra-procedural where method calls are represented as single edges in the control flow graph, and during path complexity analysis, the execution paths in the callee method’s body are not investigated. Our approach can be extended to inter-procedural path complexity analysis by combining control flow graphs of individual methods with a procedure call graph. However, such an extension would generate an over-approximation since it would also count spurious paths where call and return sites do not match. A context sensitive extension to path complexity analysis that matches calls and returns would result in a more precise inter-procedural analysis and would be a valuable extension to the techniques we present in this paper.

Related Work.

There have been earlier efforts in assessing the difficulty of testing a program by analyzing the control flow graph (CFG) of the program. For example, cyclomatic complexity determines the number of linearly independent paths in a given program by analyzing the CFG of the given program [27, 21]. One testing strategy, called basis point testing, is to exercise all such paths during testing. The upper bound for number of test cases required for basis point testing is given by the cyclomatic complexity. Moreover, it can be shown that cyclomatic complexity also provides an upper bound for the minimum number of test cases required for branch coverage and statement coverage. However, cyclomatic complexity does not consider the paths that are subsumed by the other paths (i.e., if all the nodes in a path is subsumed by the other paths, it is not considered).

Another complexity metric, called NPATH complexity, determines the number of paths in a program (which may be subsumed by each other) by restricting each loop execution to one or zero executions [20, 25]. NPATH complexity can increase exponentially with the length of the program and can result in very large numbers. Neither cyclomatic nor NPATH complexity are adequate measures for assessing difficulty of path coverage of a program since cyclomatic complexity does not consider paths that are subsumed by other paths and the NPATH complexity does not consider multiple executions of loops.

In this paper, we are focusing on use of complexity metrics for assessing the difficulty of testing a program. There has been research on use of complexity metrics for assessing other properties of programs, such as maintenance costs [22, 14] and number of errors [23]. We have not investigated use of path complexity for such purposes but believe that these are interesting future research directions.

There has been recent work on automated worst-case complexity analysis [17, 18, 20, 19]. The main idea is to first instrument the loops in a program with auxiliary counters that keep track of how many times a loop is executed. Then, using invariant generation techniques, one infers invariants that relate the values of these counters to the inputs of the program. In effect, these discovered invariants provide the complexity bound for the program since they demonstrate how many times loops of a program are executed for a given input value. Note that this is significantly different than the path complexity we investigate in this paper. In worst-case complexity analysis the goal is to discover a relationship between the input size and the number of execution paths, whereas in path complexity analysis, the goal is to discover a relationship between the execution depth and the number of execution paths. Moreover, the path complexity analysis we present in this paper is a purely structural analysis which ignores branch conditions, whereas the worst-case complexity analysis discussed in [17, 15, 20, 19] requires sophisticated constraint analysis for invariant generation. Success of this approach depends on the quality of the invariant generation which is a difficult problem. For example, the abstract interpretation based approach described in [20] is semi-automated and requires user guidance during invariant discovery process. In contrast, the path complexity analysis we present in this paper is fully automated, and it is scalable.

The techniques we present in this paper for computing path complexity of a program are based on algebraic graph theory and analytic combinatorics techniques for counting the number of paths in graphs [3, 32, 12]. In particular, we use the transfer-matrix method based on generating functions [32, 12]. Recently, generating functions have also been used in model counting constraint solvers for determining the number of solutions to a given string constraint [29, 1].

There has been some earlier work on path complexity of programs [9]. However, the path complexity concept discussed in this earlier work defines the path complexity as a relation between the input size and the number of execution paths rather than a relation between the execution depth and the number of execution paths as we define in this paper. Furthermore, this earlier work does not present an automated way of computing the path complexity.

The remainder of the paper is organized as follows. In Section 2 we briefly discuss and contrast cyclomatic, NPATH, path and asymptotic path complexity. In Section 3 we present the techniques for automatically computing path complexity. In Section 4 we compare cyclomatic, NPATH, and asymptotic path complexity on several CFG patterns. We discuss our implementation and experiments in Section 5 and provide our conclusions in Section 6.

2. OVERVIEW

In this section we use three example methods (shown in Figure 1) from Java SDK to explain the following concepts and their differences: cyclomatic complexity introduced in [27], NPATH complexity introduced in [20], and the path complexity and asymptotic path complexity introduced in this paper. In order to present all these concepts in a uniform manner we use the control flow graph (CFG) representation, i.e., given a program, we first extract a CFG from the program and then we compute these complexity measures on the CFG. A CFG consists of a set of nodes that correspond to basic blocks of the program. Nodes of
Given a CFG, cyclomatic complexity computes the maximum number of linearly independent paths in the CFG from the entry node to the exit node [27]. A set of paths through a program are linearly independent if and only if each path in the set contains at least one edge that is not included in any other path in the set.

For example, the method shown in Figure 1(a), with the CFG shown in Figure 2(a), has at most 4 linearly independent paths: \(<S, 1, 2, T, T>, <S, 1, 3, 4, 6, T>, <S, 1, 3, 4, 7, T>, <S, 1, 3, 5, T>\) where we identify each path by the sequence of nodes visited during the execution of the path, and we use \(S\) to denote the entry point where the execution starts and \(T\) to denote the exit point where the execution terminates. Since the maximum number of linearly independent paths for the method shown in Figure 1(a) is 4, the cyclomatic complexity of this method is 4.

On the other hand, the method shown in Figure 1(b), with the CFG shown in Figure 2(b), has at most 3 linearly independent paths: \(<S, 1, 2, 3, 4, 5, 7, T>, <S, 1, 2, 3, 2, 4, 5, 7, T>, <S, 1, 2, 3, 4, 5, 6, 5, 7, T>\), hence its cyclomatic complexity is 3.

Given a CFG, cyclomatic complexity computes the maximum number of linearly independent paths in the CFG from the entry node to the exit node [27]. A set of paths through a program are linearly independent if and only if each path in the set contains at least one edge that is not included in any other path in the set.

For example, the method shown in Figure 1(a), with the CFG shown in Figure 2(a), has at most 4 linearly independent paths: \(<S, 1, 2, T, T>, <S, 1, 3, 4, 6, T>, <S, 1, 3, 4, 7, T>, <S, 1, 3, 5, T>\) where we identify each path by the sequence of nodes visited during the execution of the path, and we use \(S\) to denote the entry point where the execution starts and \(T\) to denote the exit point where the execution terminates. Since the maximum number of linearly independent paths for the method shown in Figure 1(a) is 4, the cyclomatic complexity of this method is 4.

On the other hand, the method shown in Figure 1(b), with the CFG shown in Figure 2(b), has at most 3 linearly independent paths: \(<S, 1, 2, 3, 4, 5, 7, T>, <S, 1, 2, 3, 2, 4, 5, 7, T>, <S, 1, 2, 3, 4, 5, 6, 5, 7, T>\), hence its cyclomatic complexity is 3. Note that, we can replace the last path in the set above with the path \(<S, 1, 2, 3, 3, 4, 5, 6, 5, 7, T>\) and the resulting set of three paths will still be linearly independent. However, we cannot have both \(<S, 1, 2, 3, 4, 5, 6, 5, 7, T>\) and \(<S, 1, 2, 3, 2, 3, 4, 5, 6, 5, 7, T>\) in the set of linearly independent paths since these two paths are not linearly independent.

Finally, the method shown in Figure 1(c), with CFG shown in Figure 2(c), has at most 4 linearly independent paths: \(<S, 1, 2, 3, T>, <S, 1, 2, 4, 6, 8, T>, <S, 1, 2, 4, 6, 9, 7, 2, 3, T>, <S, 1, 2, 4, 5, 7, 2, 3, T>\). We can find other sets of linearly independent paths for this method, but the cardinality of the set of linearly independent paths can never be more than 4. For this CFG, after 4 linearly independent paths, any other path we add will not include any new nodes and, therefore, will not be linearly independent.

Cyclomatic complexity can be computed easily from a CFG by first counting the number of edges \((E)\), the number of nodes \((N)\), and the number of connected components \((P)\) in the CFG. Then, the cyclomatic complexity is given by the expression \(E - N + 2P\). For example, for the CFG shown in Figure 2(a) we have: \(E = 11, N = 9, P = 1\), and the cyclomatic complexity is 11 – 9 + 2 × 1 = 4. On the other hand, for the CFG shown in Figure 2(b) we have: \(E = 10, N = 9, P = 1\), and the cyclomatic complexity is 10 – 9 + 2 × 1 = 3, and for the CFG shown in Figure 2(c) we have: \(E = 13, N = 11, P = 1\), and the cyclomatic complexity is 13 – 11 + 2 × 1 = 4.
and, therefore, it is ambivalent to existence of loops in the CFG.

Another reason for the inadequacy of cyclomatic complexity as a metric for difficulty of achieving path coverage is the fact that cyclomatic complexity grows at most linearly with the number of edges in the CFG. However, the number of paths in a CFG can grow exponentially even without loops. For example, consider the CFG of a program that consists of $K$ if-then-else statements executed back to back. The cyclomatic complexity of such a CFG structure would grow linearly with respect to $K$, whereas the number of paths in the CFG would grow exponentially, i.e., would be proportional to $2^K$.

**NPATH complexity.**

NPATH complexity overcomes this short-coming of cyclomatic complexity by counting all acyclic paths in the CFG without requiring them to be linearly independent [29]. For example, the NPATH complexity of the method shown in Figure 1(a), with the CFG shown in Figure 2(a), is 4, which simply is the number of paths in the CFG. Since NPATH complexity focuses on counting the number of paths in the CFG, it is more suitable for assessing the difficulty of achieving path coverage than cyclomatic complexity. However, for CFGs with loops, NPATH complexity also makes a simplifying assumption which makes it unsuitable for assessing the difficulty of achieving path coverage. In the presence of loops, NPATH complexity only counts the paths that execute the loop body once or zero times. For example, there are two loops in the method shown in Figure 1(b) with the CFG shown in Figure 2(b). NPATH complexity counts the path that executes each loop zero times ($\langle S, 1, 2, 4, 5, 7, T \rangle$), it counts the two paths that execute one loop one times and the other loop zero times ($\langle S, 1, 2, 3, 2, 4, 5, 7, T \rangle$, $\langle S, 1, 2, 3, 2, 4, 5, 6, 5, 7, T \rangle$), and it counts the path that executes each loop one time ($\langle S, 1, 2, 3, 2, 4, 5, 6, 5, 7, T \rangle$), resulting in 4 paths. So the NPATH complexity of the method shown in Figure 1(c) is 4.

The method shown in Figure 1(c), with the CFG shown in Figure 2(c), has a single loop that contains conditional statements in the loop body (unlike the loops in the CFG shown in Figure 2(b) which do not contain conditional statements in the loop body). For the CFG shown in Figure 2(c), the NPATH complexity takes into account the path that executes the loop body zero times ($\langle S, 1, 2, 3, T \rangle$) the path that executes the loop body once and takes the first then-branch ($\langle S, 1, 2, 4, 5, 7, 2, 3, T \rangle$), the loop that executes the loop body once and takes the first else-branch and the second then-branch ($\langle S, 1, 2, 4, 6, 9, 7, 2, 3, T \rangle$), and, the loop that executes the loop body once and takes the both else-bran-ches ($\langle S, 1, 2, 4, 6, 8, T \rangle$). So, the NPATH complexity of the method shown in Figure 1(c) is also 4.

NPATH complexity was originally defined through operations that are applied directly to structured programming code [29]. However, we observe that NPATH complexity can be restated in terms of the CFG in the following way: NPATH is the number of paths in the CFG that use any edge at most once. Thus, for any node $u$, the number of paths from $u$ to the exit node is given by the recursive definition

$$NPATH(u, G) = \sum_{e_{uv} \in G} NPATH(v, G - e_{uv})$$  \hspace{1cm} (1)$$

where $e_{uv}$ is an edge from $u$ to $v$ and $G - e_{uv}$ is the graph obtained by deleting $e_{uv}$ from $G$. Thus, we can compute $NPATH($START, $G)$ using dynamic programming techniques and applying the initial condition $NPATH($EXIT, $G) = 1$.

Since NPATH complexity only considers execution of each loop body once or zero times, it is not able to distinguish
between loops that create a large number of paths from the loops that do not create a large number of paths. Moreover, since NPATH complexity produces a single constant number, it is not possible the distinguish CFGs that have a constant number of paths from the ones that have an unbounded number of paths (i.e., the ones with loops). For example, the NPATH complexities of the methods in Figure 1(a), (b) and (c) are all the same although two of them contain loops and one of them does not contain a loop.

**Path Complexity.**

Path complexity is equal to the NPATH complexity for the programs that do not contain loops or recursion, i.e., for the programs with a constant number of paths, path complexity just returns the number of paths. However, for the programs with loops or recursion, path complexity is not a constant number but a symbolic expression on a single variable \( n \) which denotes the execution depth. The expression computed by the path complexity is an upper bound for the number of paths in the program up to the depth \( n \). I.e., substituting a constant value for \( n \) in the function returned by the path complexity and then evaluating the function results in a constant number that corresponds to an upper bound for the number of paths in the program within that execution depth.

For example, for the method shown in Figure 1(a), the path complexity is 4. Since this method does not contain any loops, its path complexity is equal to its NPATH complexity.

However, for the method shown in Figure 1(b), the path complexity is \( 0.12 \times n^2 + 1.25 \times n + 3 \). Here, we observe that the number of paths in this method increases polynomially with respect to the depth of execution.

On the other hand, for the method shown in Figure 1(c), the path complexity is \( 6.86 \times 1.17^n + 0.22 \times 1.1^n + 0.13 \times 0.84^n + 2 \). I.e., for this method, the number of paths increases exponentially with respect to the depth of execution.

**Asymptotic Path Complexity.**

The path complexity expressions could easily get extremely complicated. In order to produce a more readable and understandable complexity measure, we also define the asymptotic path complexity which simply extracts the dominant term from the path complexity expression. So, the asymptotic path complexity of the method shown in Figure 1(a) is \( \Theta(1) \), denoting that its number of paths are constant, the asymptotic path complexity of the method shown in Figure 1(b) is \( \Theta(n^2) \), denoting a quadratic growth in the number of paths with increasing execution depth, and the asymptotic path complexity of the method shown in Figure 1(c) is \( \Theta(1.17^n) \), denoting an exponential growth in the number of paths with increasing execution depth.

The summary of different complexity measures for the methods shown in Figure 1 is shown in Table 1. We claim that path complexity and asymptotic path complexity reflect the cost of achieving path coverage in testing better than cyclomatic complexity and NPATH complexity.

### Table 1: Results of different complexity measures.

<table>
<thead>
<tr>
<th>Method</th>
<th>Cyclomatic Complexity</th>
<th>NPATH Complexity</th>
<th>Path Complexity</th>
<th>Asymptotic Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>java.util.Arrays.rangeCheck() Figure 1(a)</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>( \Theta(1) )</td>
</tr>
<tr>
<td>java.util.regex.Matcher.reset() Figure 1(b)</td>
<td>3</td>
<td>4</td>
<td>( 0.12 \times n^2 + 1.25 \times n + 3 )</td>
<td>( \Theta(n^2) )</td>
</tr>
<tr>
<td>java.util.Arrays.binarySearch0() Figure 1(c)</td>
<td>4</td>
<td>4</td>
<td>( 6.86 \times 1.17^n + 0.22 \times 1.1^n + 0.13 \times 0.84^n + 2 )</td>
<td>( \Theta(1.17^n) )</td>
</tr>
</tbody>
</table>

### 3. Computing Path Complexity

In order to compute the path complexity of a method within a program, we first extract its control flow graph (CFG). A CFG \( G \) is a tuple \( (N, E, S, T) \) where \( N \) is the set of nodes denoting basic blocks of the program, \( E \subseteq N \times N \) is the set of edges denoting the control flow among basic blocks, \( S \in N \) is a unique node denoting the basic block where the execution starts, and \( T \in N \) is a unique node denoting the basic block where the execution terminates (programs with multiple termination points can be represented with CFGs in this format by creating an extra termination node). Below, we assume that \( S \) is always the node labeled with the smallest number (i.e., 1) and \( T \) is always the node labeled with the highest number.

Once we have determined the control flow graph, we make use of techniques from algebraic graph theory and analytic combinatorics to count the number of execution paths [3, 32].

**Path Count Sequence.**

Given a CFG \( G \), using standard graph theory notation, a path \( \pi \) is a sequence of edges in \( G \), \( e_1, e_2, \ldots, e_n \), and the length of a path \( L(\pi) \) is the number of edges in the path. Given a bound \( n \), on the execution depth, we produce a closed-form solution function, \( path(n) \), that computes the number of paths, \( \pi \), with \( L(\pi) \leq n \). From \( path(n) \), the asymptotic behavior is determined and used to categorize the path complexity of the method from which the CFG was derived.

In order to aid the reader, we demonstrate the technique on a small example. Consider the CFG shown in Figure 3.

Define \( count(n) \) to be the number of paths of exactly length \( n \) and \( path(n) \) to be the number of paths with length less than or equal to \( n \). That is, \( path(n) = \sum_{i=1}^{n} count(i) \).

For our small example graph, one can verify that \( count(n) = 1 \) if \( n = 3k + 2 \) for some non-negative integer \( k \) and 0 otherwise; there is one path of length 2, one path of length 5, and so on. The values of \( count(n) \) and \( path(n) \) are listed in the table shown in Figure 3 for values of \( n \) up to 9.

We define the path count sequence of a graph \( G \) to be an infinite sequence \( a_0, a_1, \ldots, a_\infty \) where each \( a_i = path(i) \). In our running example, the path count sequence is \( \{0, 0, 1, 1, 2, 2, 3, \ldots\} \). Further investigation would indicate that \( path(n) = \lfloor \frac{x+1}{2} \rfloor \) where \( x \) is the integer floor function.

Asymptotically speaking, we can see that the number of paths grows linearly, approximately as \( \frac{n}{2} \), with the depth bound \( n \). We will demonstrate how such asymptotic analysis can be automated using the theory of integer sequence generating functions.
Generating Function for an Integer Sequence: For an integer sequence \( \{a_i\} \) that represents the bounded path counts of a CFG, we can encode values of \( \text{path}(i) \) as the coefficients of a polynomial: an ordinary generating function (GF).

The ordinary generating function \([32,12]\) of the sequence \(a_0,a_1,\ldots,a_i,\ldots\) is the infinite polynomial

\[
g(z) = \sum_{i \geq 0} a_i z^i.
\]

Although \(g(z)\) is an infinite polynomial, it can be interpreted as the Taylor series of a finite rational expression \([10]\). I.e., we can also write \(g(z) = p(z)/q(z)\), where \(p(z)\) and \(q(z)\) are finite degree polynomials. If \(g(z)\) is given as such a finite rational expression, each \(a_i\) can be computed from the Taylor series expansion of \(g(z)\):

\[
a_i = \frac{g^{(i)}(0)}{i!},
\]

where \(g^{(i)}(z)\) is the \(i^{th}\) derivative of \(g(z)\). We write \([z^n]g(z)\) for the \(i^{th}\) Taylor series coefficient of \(g(z)\). This is what makes a generating function useful; it is a compact finite representation of an infinite series.

Returning to our running example, we can write the generating function for \(\text{path}(n)\) both as a rational function and as an infinite Taylor series polynomial. The reader can verify the following equivalence by computing the coefficients via equation (3):

\[
g(z) = \frac{z^2}{1 - z + z^3 - z^4}
\]

Given the generating function for our CFG written as a finite rational expression, we can take the \(n^{th}\) Taylor series coefficient to determine the number of paths with length bounded by \(n\). For example, to compute the number of paths with a length bound of 10, we can compute \(\text{path}(10) = [z^{10}]g(z) = 3\).

In fact, we can use the generating function to derive a closed-form function of \(n\) that computes the desired coefficient. In the following, describe how to determine the generating function as a finite rational expression for a CFG; extract a closed-form function for counting paths, and how to perform asymptotic analysis of that function.

Generating Function for a CFG: Given a CFG \(G\) and length \(n\), we can compute the generating function \(g(z)\) such that the \(n^{th}\) Taylor series coefficient of \(g(z)\) is equal to \(\text{path}(n)\). From a CFG \(G\), we construct the adjacency matrix (also called the “transfer-matrix” \([32,12]\)) \(T\), where \(T_{ij}\) is 1 if there is an edge from \(v_i\) to \(v_j\) and 0 otherwise. In addition, \(T_{|N|,|N|} = 1\), where \(|N|\) is the number of nodes in \(G\). Then the generating function for \(\text{path}(n)\) is

\[
g(z) = (-1)^{|N|+1} \frac{\det(I - zT)}{\det(I - zT)},
\]

where \((M : i,j)\) denotes the matrix obtained by removing the \(i^{th}\) row and \(j^{th}\) column from \(M\). \(I\) is the identity matrix, and \(\det(M)\) is the matrix determinant.

The transition matrix \(T\), and the terms \((I - zT)\) and \((I - zT : n, 1)\) for our running example are:

\[
T = \begin{bmatrix}
0 & 1 & 0 & 0 & 0
0 & 0 & 1 & 0 & 1
0 & 0 & 0 & 1 & 0
0 & 1 & 0 & 0 & 0
0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad
(I - zT) = \begin{bmatrix}
1 & -z & 0 & 0 & 0
0 & 1 & -z & 0 & -z
0 & 0 & 1 & -z & 0
0 & -z & 0 & 1 & 0
0 & 0 & 0 & 0 & 1 - z
\end{bmatrix},
\]

\[
(I - zT : 5, 1) = \begin{bmatrix}
-\;z & 0 & 0 & 0 & 0
1 & -z & 0 & -z & 0
0 & 1 & -z & 0 & 0
-\;z & 0 & 1 & 0 & 0
\end{bmatrix},
\]

and applying equation (5) by taking the appropriate determinants results in the generating function

\[
g(z) = \frac{z^2}{1 - z + z^3 - z^4}.
\]

This is precisely the same GF that counts paths in our example CFG given in equation (1).

Closed-form Solution: From a rational generating function \(g(z) = p(z)/q(z)\) we can derive a closed-form function for \(\text{path}(n)\) that is a sum of products of simple polynomial and exponential terms. Given a generating function, the form of \(\text{path}(n)\) is determined by the roots of the denominator \(q(z)\) \([11,12]\). Suppose \(q(z)\) is a polynomial of degree \(d\). By the Fundamental Theorem of Algebra \([25]\), \(q(z)\) has exactly \(d\) roots over the complex numbers, accounting for multiplicity. Ignoring multiplicity, suppose there are \(D\) distinct roots. Let \(r_1\) be the \(i^{th}\) distinct root of \(q(z)\) and \(m_i\) be the multiplicity of \(r_i\). Then \(\text{path}(n)\) is given by

\[
\text{path}(n) = \sum_{i=1}^{D} \sum_{j=0}^{m_i-1} c_{i,j} n^j \left( \frac{1}{r_i} \right)^n,
\]

where \(c_{i,j}\) are coefficients that are determined by the first \(d\) terms of the Taylor series expansion of \(g(z)\). Since \(\text{path}(n) = [z^n]g(z)\) for all \(n\), we can define a system of \(d\) equations and \(d\) unknowns. This system can be solved for the coefficients \(c_{i,j}\) via elementary linear algebra.

In our example, \(q(z) = 1 - z + z^3 - z^4\) and has four roots. The root 1 is repeated and so there are three distinct roots: \(r_1 = r_2 = 1\) with multiplicity \(m_1 = m_2 = 2\), and \(r_3 = \ldots\)
Asymptotic Analysis: We extract the asymptotic complexity from the upper bound on \( \text{path}(n) \) using standard asymptotic analysis, where \( f(n) = \Theta(g(n)) \) if and only if \( \lim_{n \to \infty} \frac{f(n)}{g(n)} = 1 \) [54]. The asymptotic path complexity of our running example can be described by \( \text{upper}(n) = \Theta(n) \).

Figure 4: Comparison of exact solution and upper bound.

We have been able to determine that the path complexity of our example CFG grows linearly with the execution depth. This same method outlined here works on more complex CFGs as well, allowing one to determine if the path complexity of a program is asymptotic to a constant, \( n \), \( n^2 \), \( n^3 \), and so on, or \( b^n \) for some exponential base \( b \).

### Algorithm Overview

Now that we have described the mathematical theory behind path complexity, we give a high level description of the path complexity analysis in Algorithm 1.

#### Algorithm 1 COMPUTING PATH COMPLEXITY OF CFG \( G \)

1. Determine adjacency matrix \( T \) of the CFG \( G \).
2. Compute generating function via Eq. (5) as follows:
   \[
g(z) = \frac{p(z)}{q(z)} = \frac{(-1)^{n+1} \det(T-zT^*)}{\det(T - zI)}\]
3. Compute roots of \( q(z) \) to determine \( \text{path}(n) \) via Eq. (7).
4. Solve for each \( c_{i,j} \) in \( \text{path}(n) \) using the first \( |N| \) Taylor series coefficients of \( g(z) \), via Eq. (9) which gives \( \text{path}(n) \).
5. Determine upper bound on \( \text{path}(n) \) by replacing each complex root \( w \) with \( |w| \) and simplifying.
6. Determine asymptotic behavior of upper bound on \( \text{path}(n) \).
Table 2: Complexity measure comparison.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Control Flow Graph</th>
<th>Cyclomatic Complexity</th>
<th>NPATH Complexity</th>
<th>Asymptotic Path Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>K If-Else in sequence</td>
<td><img src="image" alt="Diagram" /></td>
<td>K + 1</td>
<td>2^K</td>
<td>2^K</td>
</tr>
<tr>
<td>K If-Else nested</td>
<td><img src="image" alt="Diagram" /></td>
<td>K + 1</td>
<td>K + 1</td>
<td>K + 1</td>
</tr>
<tr>
<td>K Loop in sequence</td>
<td><img src="image" alt="Diagram" /></td>
<td>K + 1</td>
<td>2^K</td>
<td>Θ(n^K)</td>
</tr>
<tr>
<td>K Loop nested</td>
<td><img src="image" alt="Diagram" /></td>
<td>K + 1</td>
<td>K + 1</td>
<td>Θ(b^n)</td>
</tr>
</tbody>
</table>

4. COMPARISON WITH OTHER COMPLEXITY MEASURES

In Table 2 we give the cyclomatic, NPATH, and asymptotic path complexity expressions for four common programming patterns. Given an integer constant \( K \), we examine the following: a sequence of \( K \) conditional statements, fully nested conditional statements to a depth of \( K \), a sequence of \( K \) loops, and fully nested loops to a depth of \( K \).

For these four patterns, cyclomatic complexity gives identical results, and it simply grows linearly with the number of conditional or loop structures. Consequently, cyclomatic complexity alone cannot distinguish the differences in these four patterns and is not a good measure of assessing the difficulty of achieving path coverage in testing these programs.

NPATH complexity does a slightly better job, but still only reports a constant number that depends directly on the size of the graph, not on the execution depth bound. NPATH complexity cannot distinguish between \( K \) conditional statements in sequence and \( K \) looping statements in sequence, both of which yield a constant value of \( 2^K \) for a given \( K \). Likewise, NPATH cannot distinguish between \( K \) nested conditional statements and \( K \) nested looping statements, both of which yield a constant value of \( K + 1 \) for a given \( K \). Because NPATH complexity counts paths in which edges cannot be crossed more than once, it does not account for all possible combinations of loop repetitions, and, therefore, is also not a good measure of assessing difficulty of achieving path coverage.

Among the three metrics, asymptotic path complexity is the most useful in distinguishing between the complexity of the four programming patterns. It produces four different types of results. For \( K \) conditional statements executed in sequence it tells us that there are a constant number of possible executions and that the constant number is exponential in the number of conditions. For nested conditions it tells us that the number of paths is constant and that the number of paths is linear in the number of conditions. For \( K \) loops in sequence asymptotic path complexity tells us that, as the execution depth bound \( n \) increases, the number of paths grows polynomially as \( \Theta(n^K) \). Finally, for \( K \) nested loop structures, we find that as the depth bound \( n \) increases, the number of possible executions grows exponentially, as \( \Theta(b^n) \) where \( b \) is a constant number that depends on \( K \).

5. IMPLEMENTATION & EXPERIMENTS

In order to evaluate the path complexity algorithm, we performed an experimental comparison with the two complexity measurement method described in Section 2: Cyclomatic complexity and NPATH complexity.

We implemented Algorithm 1 in a tool called PAC. PAC automatically computes the path complexity and asymptotic path complexity of Java methods. PAC accepts a Java class file or a jar of class files as input and reports path complexity and asymptotic path complexity for all methods of input Java class(es). PAC has two main steps: (1) Control-flow graph (CFG) extraction, (2) Path complexity calculation. PAC is available for download; see the Appendix for details.

We used the ASM\(^1\) Java bytecode manipulation library to generate CFGs using an intra-procedural analysis for each method. PAC first computes the basic blocks of a method. A basic block is a sequence of code statements where there is only one entry point and one exit point. In other words, none of the instructions are the target of a jump instruction except for the first and none of the instructions are a jump/halt instruction except for the last. PAC constructs CFGs using basic blocks which results in compact CFGs.

We implemented Algorithm 1 based on the techniques described in Section 3 using Mathematica\(^2\). Implementing the algorithm in the Mathematica language allowed us to leverage the built-in routines for symbolic manipulation of matrices, polynomials, and complex expressions, as well as numeric root finding methods. We also implemented the computation of cyclomatic complexity and a version of NPATH complexity based on the CFG as described in Section 2.

To do a comparative evaluation we experimented with the Java 7 SDK (Java benchmark) and the 34 Apache Commons\(^3\) libraries (Apache benchmark). We extracted 132,768 CFGs from the Java benchmark and 44,426 CFGs from the Apache benchmark. We ran all the experiments on an Intel i5 machine with 2.5GHz X 4 processors and 32 GB of memory running Ubuntu 14.04.

---

Table 3: Comparison of asymptotic complexity classification with cyclomatic and NPATH complexity values.

<table>
<thead>
<tr>
<th>Path Comp. Classifications</th>
<th>Asym. Comp.</th>
<th>Cyclomatic Complexity</th>
<th>NPATH Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># methods</td>
<td># methods</td>
<td># methods</td>
</tr>
<tr>
<td></td>
<td>1−5</td>
<td>6−10</td>
<td>11−100</td>
</tr>
<tr>
<td></td>
<td>1−5</td>
<td>6−10</td>
<td>11−100</td>
</tr>
<tr>
<td>C &gt; 1</td>
<td>4293 (45.4%)</td>
<td>2146 (44.4%)</td>
<td>372 (36.4%)</td>
</tr>
<tr>
<td>C(n)</td>
<td>583 (54.6%)</td>
<td>293 (55.6%)</td>
<td>72 (70.6%)</td>
</tr>
<tr>
<td>C(n)∗</td>
<td>420 (48.6%)</td>
<td>204 (48.4%)</td>
<td>42 (44.1%)</td>
</tr>
<tr>
<td>C(n)∗, n ≥ 2</td>
<td>364 (42.4%)</td>
<td>182 (42.4%)</td>
<td>30 (31.6%)</td>
</tr>
<tr>
<td>C(n)∗, 2 ≤ b &lt; 4</td>
<td>735 (75.3%)</td>
<td>367 (75.3%)</td>
<td>102 (100%)</td>
</tr>
<tr>
<td>C(n)∗, 1 ≤ b &lt; 3</td>
<td>49 (16.3%)</td>
<td>24 (16.3%)</td>
<td>8 (16.6%)</td>
</tr>
<tr>
<td>C(n)∗, b ≥ 4</td>
<td>30 (16.6%)</td>
<td>16 (53.3%)</td>
<td>13 (43.3%)</td>
</tr>
</tbody>
</table>

Experimental Results.

We ran PAC for the Java SDK 7 and the Apache commons libraries. The total execution time for the Java benchmark is 2 hours 34 minutes 49 seconds with an average of 0.07 seconds per class file. The total execution time for the Apache benchmark is 53 minutes and 10 seconds with an average of 0.07 seconds per class file.

We compared PAC’s asymptotic path complexity with cyclomatic complexity and NPATH complexity. We defined four complexity classes: 1) constant with value 1 (C = 1), 2) constant with a value that is greater than 1 (C > 1), 3) polynomial(n^k, with k ≥ 1), and 4) exponential (b^n, with n > 1). Figure 5 shows the percentage of methods for each complexity class based on the PAC analysis results. The Java and Apache benchmarks have similar distributions. More than half of the methods (∼60%) have only 1 execution path for both benchmarks. I.e., there are no jump instructions in those methods except for the method exit. For the Java benchmark, 30.1% of the methods have a constant complexity value greater than one, and 9.3% of them have polynomial or exponential complexity. Similarly, 27% of the Apache benchmark methods have constant complexity greater than one and 12.12% of them have polynomial or exponential complexity. We will omit the discussion of the methods that have a single execution path as all complexity measurements report the constant value 1.

For the rest of the discussion, we further define fine-grained complexity classes based on the degrees of the polynomials and bases of the exponentials (first column in Table 3) and give the number of methods at each fine-grained class that are classified by PAC (second column).

Table 4 shows the distributions of the cyclomatic and NPATH complexity results over the fine-grained complexity classes. We defined 4 bins for the values of cyclomatic and NPATH complexity as shown in the table header. The first row represents the methods that have finitely many execution paths (CFG contains only forward-edges). For this case, reporting the actual number of execution paths is more meaningful for path coverage rather than simply reporting that it is a constant number. For this reason, PAC also reports the actual number of execution paths in this complexity class. PAC and NPATH complexity give the same result, and cyclomatic complexity gives the same or a smaller number. NPATH complexity percentages for the bins [11−100], [>100] are larger than cyclomatic complexity percentages for the same bins. This is due to the fact that there can be exponential growth in the number of execution paths with the increase of forward-edges in a CFG, whereas cyclomatic complexity only grows linearly with the number of forward-edges. NPATH complexity is able to catch such exponential cases as shown in the first row of Table 2. By looking at only that row, we can say that cyclomatic complexity is not a good metric for assessing the difficulty of achieving path coverage.

The percentages of the corresponding bins in the (C > 1) row and Θ(n) row are close to each other both in cyclomatic and NPATH complexity. Hence, we can say that neither cyclomatic complexity nor NPATH complexity is able to differentiate between the methods with a constant number of execution paths and the methods with unbounded number of execution paths. As the degree of the polynomial increases, the percentages in the bin [1−5] decreases. Similarly, as the base of the exponential increases, the percentages in the bin [1−5] decreases. This is because of the fact that, as the complexity grows, we would expect more edges in the CFG. Cyclomatic complexity always grows linearly with the number of edges and NPATH complexity grows linearly or exponentially with the number of edges. We can see that the NPATH complexity shows a stronger increase in the percentages of higher range bins as the degree of polynomials increases compared to the increase in the base of the exponentials. This is due to that fact that, NPATH complexity grows exponentially when the complexity is polynomial and linearly when the complexity is exponential. Hence, NPATH complexity is not a good measure for assessing the difficulty of achieving path coverage.

One other important point is that, cyclomatic complexity and NPATH complexity only give a constant number as a measurement of program complexity. The number itself does not give sufficient information on difficulty of path coverage. There is always an overlap between different com-
complexity classes in terms of number of methods in the same range. For example, cyclomatic complexity reports values in the bin [6–10] for 9 different complexity classes and NPATH reports values in the bin [6–10] for 8 different complexity classes. As a concrete example, PAC reports $\Theta(n^3)$ for the method:

```
com.sun.org.apache.xerces.internal.impl.xs.XMLSchemaValidator$ValueStoreCache.initValueStoresFor
```
and $\Theta(3^n)$ for the method:

```
sun.java2d.loops.GraphicsPrimitive.satisfies
```

The corresponding cyclomatic complexity and NPATH complexity reported for both methods are 8 which does not carry enough information on actual difficulty of achieving path coverage for these methods.

We conducted the same comparison for all values of cyclomatic and NPATH complexity in $C > 1$, $\Theta(n)$, $\Theta(n^2)$, $\Theta(b^n)$, $1 < b < 2$, and $\Theta(b^n)$, $2 \leq b < 3$ complexity classes. Figure 6 shows the frequencies of NPATH complexity and cyclomatic complexity up to complexity measures of 100 in order to visualize the distribution. Frequencies in Figure 6a and Figure 6e for NPATH complexity follows similar trends for the complexity classes $C > 1$ and $\Theta(n)$. We can see a similar trend between any two frequency graphs of NPATH complexity. The frequencies of cyclomatic complexity values are also following the same trend as shown in Figures 6b, 6f, 6h, 6j. Figure 6i validates that cyclomatic complexity and NPATH complexity are not successful in differentiating between methods in different complexity classes, and hence, they are not good for assessing the difficulty of achieving path coverage.

Overall, our experimental results validate that path complexity is a better measure for assessing difficulty of achieving path coverage compared to cyclomatic complexity and NPATH complexity. Our results also show that path complexity can be computed efficiently.

### 6. CONCLUSIONS

We present path complexity and asymptotic path complexity measures that provide an upper bound for the number of execution paths in a program. In order to compute the path complexity, we first extract the control flow graph, and then use graph theoretic techniques to generate a path complexity function that gives an upper bound for the number of execution paths within a given execution depth. Our path complexity analyzer can be used for assessing the difficulty of achieving path coverage with respect to increasing execution depth in the context of automated testing. Our experiments on popular Java libraries demonstrate the effectiveness and efficiency of the proposed approach. In the future, we plan to extend our path complexity analyzer with a context-sensitive inter-procedural analysis.

![Figure 6: Distribution of NPATH and cyclomatic complexity values for the methods in different asymptotic complexity classes.](image)
7. REPLICATION PACKAGE

The source code for PAC as well as a web interface are available from the University of California Santa Barbara Verification Lab (UCSB VLab) website:

http://www.cs.ucsb.edu/~vlab/PAC/

Source Code and Data. Our tool, PAC, and experimental results have been successfully evaluated by the Replication Packages Evaluation Committee and found to meet expectations. The replication package for PAC can be downloaded as a compressed archive. Detailed instructions and scripts are provided for running our tools. Please note that our path complexity routines require a current installation of Mathematica. The package consists of five major components.

1. CFG Extractor. This is an intra-procedural control flow graph extraction tool based on the ASM Java bytecode manipulation library. Our command-line-based application takes a directory of Java class files (or a single Java class file) as input. It then computes an intra-procedural control flow graph for every method. The output is a directory of CFGs exported to Graphviz dot format.

2. Complexity Analyzer. Cyclomatic, NPATH, and path complexities are computed with a set of Mathematica routines. A command-line-based script is provided that takes a directory of control flow graphs (or a single control flow graph) as input. The input CFG’s must be in Graphviz dot format. Each CFG is imported into a Mathematica session and analyzed. The results are output into a user-defined file of comma separated values—see the following description of experimental data.

3. Java Libraries. The Java 7 SDK and Apache Commons libraries are provided as benchmark sets. The CFG Extractor described above can be run on these libraries in order to generate the control flow graphs as input to the Complexity Analyzer.

4. Control Flow Graphs. All of the control flow graphs generated from the Java libraries are provided.

5. Experimental Data. All experimental results for Java 7 SDK and Apache libraries, as summarized in Section 5, are also included. The results include the cyclomatic complexity, NPATH complexity, path complexity, asymptotic complexity, and complexity class (constant, polynomial, or exponential) for every method in the benchmark libraries.

Web Interface. A web interface for PAC is also available from the UCSB Verification Lab web page. The user may upload a Java class file, multiple class files, a folder of class files, or a .jar file. For every method in the submitted files, a table is produced that describes the method’s cyclomatic complexity, NPATH complexity, path complexity, asymptotic path complexity, and complexity class. The complexity class is reported as either constant, polynomial, or exponential.
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