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Why Another type of CRDT?

CRDT

does not support non-commutative operation

Op-based CRDTs require exactly-once causal delivery

State-based CRDTs require data type-specific merge

our work: Log-Structured CRDT (LSCRDT)

Log-Structured CRDT (LSCRDT)

supports non-commutative operation

no special delivery requirement

generic merge step

additional LSCRDT features: operation reversal and versioning
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LSCRDT Registers

Replica A OpLog

1 1A assign 10

2 2A assign 5
.
.
.

9 9A assign 7→read the tail for current value
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Optimization: maintain a map from version stamp to sequence number
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LSCRDT Counters
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Replication Overview

OpLog(A) OpLog(B)

merge step

reader sourcesource reader

both replicas have same operations in the same order – convergence!
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Experimental Setup
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Single Node Latency
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Throughput for Set
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Summary

LSCRDT provides a uniform way to reverse operations.

It removes many restrictions commonly associated with CRDTs.

It tracks version histories of data types.

Results suggest LSCRDT can provide 1.8x throughput of δ-CRDT.

nazmus@cs.ucsb.edu
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