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Abstract—Experimentation is an important next step to take in
the study of multi-radio mesh networks, but it involves many ob-
stacles preventing a stable and reproducible testbed environment.
Using off-the-shelf equipment we demonstrate the impact that spe-
cific design choices for access points may have in the performance
of a 2-hop network. We find that only after careful calibration
with simulation and analytical results can we identify baseline
node configurations with predictable behaviour. In particular, we
observe that multi-radio wireless platforms face limitations due
to increased interference among the several radios inside a single
node. Because of this, our mesh routers cannot hold more than
2 radios while requiring a minimum antenna separation of 35db.
Throughout this paper we present a methodical approach that, de-
spite being simple, offers a way in which wireless testbeds can be
calibrated before experimental deployment and evaluation.

I. INTRODUCTION

Infrastructure wireless networks based on the IEEE 802.11
protocol have become a popular choice as a network access
technology. The fact that they require no wires thus allowing
for increased mobility has led to their widespread acceptance in
home and office environments. Within this context a wireless
access point (AP) attaches a multitude of wireless devices to an
infrastructure network through a single wired connection. Po-
tential disadvantages of this configuration are i) each AP needs
to feature one wired connection which constitutes the most sig-
nificant part of the network cost, and ii) the range of the access
network is limited by the range of the wireless medium.

These limitations gave birth to a new area of wireless com-
munication referred to as “mesh networking”. Within this area
each AP no longer needs to feature its own wired connection
and may relay traffic generated by other APs. The benefits of
the proposed solution are i) the network can now extend be-
yond the range of a single access point, and ii) the expensive
wired connection attaching the wireless network to the Internet
now serves more traffic than that of a single AP. [1], [2] discuss
further motivation for research in this area.

The shift from “single-hop” wireless networks to “multi-
hop” wireless networks leads to many possible design choices
for the architecture of an AP. Each AP can simply feature one
radio and forward traffic not destined to itself (as in [3]). Al-
ternatively, it can feature several radios to form wireless point-
to-point links with neighbouring nodes. When these radios are
operated on non-interfering frequencies the capacity of the net-
work increases as a function of the number of radios[1], [2].

The evaluation of the potential of mesh networks has typ-
ically been addressed through simulations. However, the re-

search community recently started experimentally evaluating
mesh routers [3], [4], [2]. Nonetheless, given the several de-
grees of freedom in the design of mesh routers (e.g. number of
radios, technologies of radios, etc.) comparison among these
efforts is impossible. For instance, in [3] an outdoors multi-
hop wireless network is described. Each node operates a single
radio, and the results included refer to the performance of the
network when packets are broadcast (no multi-hopping is ac-
tually tested). In [4] a testbed of 23 nodes is described. The
nodes feature 2 radios, one operating at 5GHz using 802.11a
and the other at 2.4GHz using 802.11g. The authors look into
alternative ways to route traffic across such a network. Lastly,
in [2] the authors simulate a 2-radio wireless router using two
laptops connected through an Ethernet cable, each one featuring
an 802.11b wireless card. They then look into the performance
improvement achieved when using 2 radios and algorithms for
setting up and tearing down paths through the multihop net-
work.

The focus of these efforts was on the performance evaluation
of protocols at the MAC layer and higher. This is the first work
we know of to take a step back and study the issues involved in
experimenting with a multi-radio wireless platform. Using an
off-the-shelf platform we investigate the different choices one
may face in the design of a multi-radio access point. We then
methodically quantify the impact that specific platforms choices
may have on network performance. Using simulations as a best-
case performance in simple networks, we show that despite the
inherent flexibility of open platforms they may suffer from lim-
itations that arise at the RF layer (typically ignored in mesh net-
working research) and we proceed to quantify those limitations.
We demonstrate that simultaneous activation of multiple radios
inside the same node leads to degradation in performance due
to: i) board crosstalk, ii) radiation leakage, and iii) inadequate
separation between the several antennas. Through experimental
work we show that more elaborate shielding of wireless cards
could potentially reduce the impact of radiation leakage. On
the other hand, the cancelation of board crosstalk caused by
interference through a common bus may actually necessitate a
custom made platform. Lastly, we show that antenna separa-
tion has a dramatic impact on the performance of a multi-radio
wireless node. We quantify the performance improvement of
our node to as much as 100% once antennas are separated by
approximately 35db. Insufficient antenna separation essentially
prevents a node from simultaneous transmission and reception,
while offering no non-interfering communication channels.



Our experience suggests that a wireless testbed suffers from
several limitations and reproducibility cannot be taken for
granted. Therefore, testbed results can only be trusted after
careful calibration. We perform this calibration by building up
our testbed from simple configurations that can be validated us-
ing simulation and analysis[5]. We proceed in this manner be-
cause simulation, analysis, and experimentation can only match
in simple scenarios. Experimentation alone can verify reality in
more complicated settings and topologies. Consequently, open
platforms are likely to prove invaluable in the study of wireless
networks but will need to be carefully designed for multi-radio
systems1.

The remainder of the paper is structured as follows. In Sec-
tion II we present the details of our testbed, along with its mon-
itoring capabilities and our simulation environment. In Section
III and IV we establish a baseline performance for a single and
2-hop 802.11b networks respectively. In Section V we sum-
marise and discuss our experimental findings.

II. EXPERIMENTAL SETUP

In this paper we build a wireless access point using off the
shelf equipment. Our hardware comprises a Dell Precision 360
workstation with 4 (vertical) PCI slots, allowing up to four
wireless cards. The operating system is Linux, kernel version
2.4.26. The wireless cards are Netgear MA311 PCI cards with
the Prism2.5 chipset using version 0.1.3 of the HostAP driver.
Extra equipment includes cables used for the antenna separa-
tion experiments and attenuators used for reducing the carrier
sensing range of the different nodes.

All the experiments carried out for this paper were performed
indoors. We have deployed 3 of our wireless APs along a corri-
dor in our lab where the first and second nodes are 12.5 metres
apart, and the second and third 20.6 metres apart. To ensure that
our results are not affected by other 802.11b or bluetooth activ-
ity, we run our experiments at night and switch off all 802.11b
access points that normally operate in the building where we
conduct the experiments. We also use NetStumbler to further
ensure no other access points will interfere. Each experiment
is repeated 5 times with a duration of 10 seconds. The traffic
source is always a backlogged UDP flow transmitting packets
of a prespecified size between two explicitly identified nodes.
All wireless cards are set to full 11Mbps transmission rates (e.g.
autorate is disabled).

To get a complete picture of our access points, we collect
measurements at three different levels: IP, MAC, and physical.
Currently, our measurement suite includes i) tcpdump to cap-
ture all IP packets transmitted and received on each interface,
ii) kismet, used to capture all 802.11b control and data frames,
and iii) per-packet signal, noise, and data rate information pro-
vided by the driver (with trivial modifications).

In parallel to our experiments we also simulate the network
behaviour using ns-2, version 2.27, employing the default two-
ray ground propagation model. Simulation findings will act as
the ideal case, since for the simple topologies tested they match

1We are aware of two academic research groups that actually design their
own multi-radio wireless platforms (Rice with the TAPS platform, and CTTC
in Barcelona, Spain).

analytical models. Simulations essentially provide us with the
best case performance one should expect from the testbed.

III. ESTABLISHING A BASELINE - SINGLE-HOP
EXPERIMENTS

Before investigating the impact of different features of a
wireless access point, we evaluate the performance of our
testbed under the simplest scenario, i.e. that of a single-hop
wireless network. Two nodes are configured with a single wire-
less card operating on the same channel.

A. Single-hop (node1 -> node2: 1 channel)

In Fig. 1 we present the average throughput achieved by
the flow when packet size increases, along with the results pre-
dicted by simulation. We notice that the experimental and sim-
ulated results match very closely, with a small difference most
likely due to non-ideal channel conditions not modelled by sim-
ulation.
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Fig. 1. Baseline Single-hop Throughput vs. packet size.

We have repeated the same experiments with the 802.11
“channel reservation” mechanism, which uses RTS/CTS (Re-
quest to Send/Clear to Send) messages as short control frames
to reserve the channel and prevent packet collisions. The ex-
perimental results again match the simulation results with suffi-
cient accuracy. Note that across all 5 experiments performed for
each different packet size the minimum, average, and maximum
achieved throughput are indistinguishable while instantaneous
rates can vary significantly.

B. Impact of multiple wireless cards inside a node

Having established a stable and reproducible single-hop
testbed we proceed to investigate the impact of multiple wire-
less cards on the achievable throughput of a UDP flow. We
begin our experiments with a single wireless card and proceed
to insert a second wireless card in the next available PCI slot.
The card is powered inside the node, but does not transmit; we
simply set it to monitor (passive) mode and tune it to an orthog-
onal channel. We then re-run our experiments and collect the
new throughput values, iteratively incrementing the number of
cards until all 4 PCI slots are occupied. Fig. 2 presents the re-
lationship between the achieved throughput and the number of
PCI slots occupied in the wireless node.

The results in Fig. 2 clearly show that having more than two
PCI cards in the same access point introduces significant radio
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Fig. 2. Throughput reduction due to additional PCI cards (UDP packet size =
1472 bytes).

noise. It should be emphasised that each additional card has
been placed in a passive state, and therefore any interaction be-
tween the cards is due to radiation leakage from the chipset,
connectors on the card, and the antennas. This leaked radia-
tion sums algebraically at the active card; this is why one addi-
tional card does not affect throughput. The absolute reductions
in throughput are hardware dependent and should not be taken
as universal. Different vendors may provide different levels of
shielding or emit less radiation. The general pattern, however,
should be consistent across all types of wireless cards.

We should note at this point that the impact of multiple cards
has been briefly described in [4] where it was reported that no
two 802.11a and 802.11g cards could coexist in the same box
without significant performance impact. In addition, in [6] the
authors mention that their experiments revealed that Netgear
cards require a separation of 6 inches, while Cisco cards ap-
peared to generate interference in the vertical plane, and a ver-
tical separation of 3 inches was necessary for no interference.
However, to the best of our knowledge, this is the first quantita-
tive study on the cumulative impact of additional cards within
a wireless access point.

Further, our results are representative of a best-case scenario
as any transmissions from the other cards will produce even
more radiation. This leaked radiation from the cards increases
the amount of carrier energy, causing the transmitter to defer
unnecessarily before sending a packet. Additional experiments
show that the number of wireless cards on the receiving node
has no significant impact on system performance.

C. Impact of shielding

One of the reasons why we observe the aforementioned re-
sults is that the transmitting card is not shielded enough against
the leaking radiation from the other, otherwise dormant, cards.
We thus next attempted to add shielding to the PCI cards and
evaluate any performance improvement. Our shielding is made
out of aluminium foil wrapped around the single transmitting
card. In such a way, the card should be more robust to the
surrounding radiation. Indeed, as shown in Fig. 2, shield-
ing leads to a slight (5-10%) performance improvement. In
the case with all four slots occupied (rightmost bar in Fig. 2),
the achieved throughput rises from approximately 4.1 Mbps in
the unshielded case to 4.6 Mbps with shielding (as shown in
Fig. 2). This confirms that at least a significant part of the lost

throughput is due to over-the-air leakage between cards. We ex-
pect that more thorough shielding may reduce even further the
performance discrepancy, but it should not eliminate it, unless
care is taken such that the board crosstalk is also minimised.
In fact, there already exist integrated multi-radio solutions2 that
address the multi-radio functionality at the RF level using noise
cancellation techniques. These boards are reported to be able to
accommodate the simultaneous transmission of three on board
radios tuned to orthogonal channels.

IV. ESTABLISHING A BASELINE - TWO-HOP EXPERIMENTS

In the previous section we found that our node cannot hold
more than two wireless interfaces without a performance im-
pact. We now move on to evaluating design choices when a
two-hop network is taken into account.

A. Issues with RTS/CTS

The simplest scenario in a 2-hop configuration is for each
node to operate one radio on a common channel. We created
a 3-node chain in our lab’s central corridor. The distances be-
tween nodes are not long enough to require multi-hopping, so
we instead forced the intermediate node to be used through
static routes. The two edge nodes are able to hear and decode all
packets – a slight divergence from common experimental setup
where the two edge nodes are only in carrier sensing range of
each other.

Fig. 3(a) shows that our experimental results match sim-
ulated results when the RTS/CTS mechanism is not enabled.
When all the nodes use RTS/CTS, our results deviate signifi-
cantly from simulation. Using the statistics collected at Layer3
by tcpdump we focus on the first 140 ms of the experiment and
present the packet transmission and reception times for each
node in Fig. 3(b)3. Fig. 3(b) shows that node0 makes 52 pack-
ets available for transmissions within the first 50 ms. Only 5
of these packets depart within the first 10 ms. Upon reception,
node1 immediately transmits them to node2. Then the medium
remains idle for approximately 40 ms until 4 more packets are
received by node1. Periods of inactivity appear frequently and
last up to 20 ms, while the sending queue is always full. Such
a behaviour would not be expected. Further observation of the
kismet logs shows that there are no control messages lost during
the idle periods.

To pinpoint the reasons that could influence (but still not jus-
tify) the observed behaviour we perform two additional tests.
First, we install enough attenuation at the two edge nodes such
that they cannot hear each other (the packet loss rate exceeded
95%). We repeat the same experiment and notice that the per-
formance degradation originally witnessed has now been rec-
tified and the simulated performance agrees with our experi-
ments. Second, we install a second card in the middle node and
tune both cards on the same channel as the rest of the nodes. We
remove the attenuation at the edge and restore the state where
all nodes are within range. We rerun our experiment and we

2refer to http://www.engim.com
3Recall that tcpdump captures the packets when they become available to the

network driver and therefore does not account for the time until the medium
becomes available for transmission.
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Fig. 3. Throughput vs. packet size for 2-hop experiments, when all nodes use the same frequency.

observe that now RTS/CTS performs exactly as expected (Fig.
3(c)).

Upon completion of the two experiments we are still not
quite clear why our testbed behaves the way reported when
the middle node features one wireless card and employs the
RTS/CTS mechanism. We speculate that it may be due to the
implementation of RTS/CTS on our wireless cards, especially
given that our results are as expected across all configurations
when we do not use RTS/CTS. The only actual difference be-
tween Setup1 and Setup2 is the fact that one card shares the
functionality of two cards. At this point we should also note
that we have observed other issues with RTS/CTS on our cards.
For instance, only after a warmup of 2-15 minutes following a
soft reset does RTS/CTS offer the expected throughput values.
If the cards are not allowed enough warmup time, then single-
hop throughput never exceeds 500Kbps.

B. Channel separation

The reasonable next step to take is to assign the two wire-
less cards in the middle node to orthogonal channels and evalu-
ate the performance impact. Before doing so, we look into the
effects of this selection. The 3 orthogonal, non-overlapping,
channels in the 802.11b standard are channels 1, 6, and 11. A
common assumption is that if two wireless interfaces in one de-
vice are placed on two orthogonal channels, they can operate
independently and at full rate.

We reconfigure our three node chain and set the middle node
to transmit to the two edge nodes using separate interfaces set
on different channels. This allows us to place each link on a
unique channel. More specifically, node1a uses channel 1 for
its communication to node0, and node1b varies the communi-
cation channel to node2 from 1 up to 11. We measure the aggre-
gate throughput and present our results in Fig. 4(a) where the x-
axis captures the separation between the two active channels4.
The dashed line marks the experimental throughput value for
our single-hop scenario, while the white and black bars show
the individual performance for each flow.

4Note that this value corresponds to the 802.11b channels and would require
multiplication by 5MHz to get the absolute frequency difference. Furthermore,
because of channel overlap in 802.11, a minimum distance of 5 channels is
required for orthogonality.

Fig. 4(a) shows that at a separation of zero, both flows share
the same channel and can therefore coordinate channel access
allowing the channel to be fully utilised (relative to single flow
throughput). A channel separation of between one and three
channels causes a reduction in aggregate throughput. We ex-
pect this result since the active channels still overlaps and there-
fore the two flows compete for the same channel, yet are unable
to coordinate intelligently. As channel separation increases to
five or six channels, the aggregate throughput rises to about 10
Mbps. This is less than double the single-hop throughput which
was expected given that both channels are orthogonal. Surpris-
ingly, as the channel separation continues to increase, the aggre-
gate throughput begins to decrease, eventually declining below
the single hop baseline. At this point the two active channels
are completely orthogonal, and without any radio interference
aggregate throughput should simply continue to increase un-
til a maximum of 12.8 Mbps (twice the measured single-flow
throughput). Note last that both flows achieve approximately
equal throughput across all experiments.

In Fig. 4(b) we present results for the case when the mid-
dle node is the sink of the 2 flows from the two edge nodes.
The aggregate throughput never increases beyond a single re-
ceiver’s throughput. This indicates that even though both in-
terfaces may be on orthogonal channels, they are not operat-
ing independently. Given how closely the aggregate throughput
matches the available throughput on a single channel, our re-
sults suggest that the two interfaces cannot simultaneously re-
ceive packets. The drop in aggregate throughput at a channel
separation of one is due to the signal overlapping enough such
that the error rate at each interface greatly increases.

We then examine the case when one interface constantly re-
ceives packets while the other constantly transmits. The aggre-
gate performance does not significantly surpass the single-hop
rate (Fig. 4(c)). In fact, we observe the same general trend of
an initial dip and then levelling off as seen in Fig. 4(a) and 4(b).

Our results on the 2-hop experiments so far suggest the ab-
sence of orthogonality for the channels used by the two inter-
faces of node1. When both interfaces either transmit or receive,
resources are equally shared among interfaces. But when one
interface transmits and one receives, the transmitting interface
is able to almost starve the receiving interface. This unfairness
is due to the fact that the transmitting interface causes additional
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Fig. 4. Throughput vs. channel separation. Setup3: 2-Hop, Two Interfaces, 2 Channels. Node1a uses channel1 for its communication with node0 and node1b
uses channel2 to communicate with node2.
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Fig. 5. Throughput vs. channel separation in a 2-hop wireless network using two different channels. Node1a uses channel1 for its communication with node0
and node1b uses channel2 to communicate with node2.

interference at the receiving interface, while the receiving inter-
face does not affect the transmitting interface.

C. Impact of antenna separation on channel orthogonality

In the previous section we have shown that our basic configu-
ration for the multi-radio node node1 prevents the simultaneous
operation of the two interfaces at full capacity. In addition, re-
gardless of channel separation the obtained results are nowhere
close to the expected performance.

As mentioned in Section III one of the reasons for perfor-
mance degradation in a multi-radio system is the separation be-
tween the different antennas, which needs to be 35db according
to the IEEE standard. Antennas too close to each other can in-
terfere in ways that significantly limit their operation [7]. We
thus modify our testbed to feature connectors on the middle
node that allow a separation of 35db (a distance of approxi-
mately 1 metre for the kind of antennas in our testbed). Using
this configuration, we rerun the experiment with both interfaces
transmitting. A comparison of Fig. 4(c) with the results pre-
sented in Fig. 5(a) shows that a distance of 1 metre between
antennas allows the interfaces to operate independently of each
other on non-overlapping channels. Two observations can be
made on Fig. 5(a). First, with four channels of separation, both
interfaces almost achieve full rates. This is despite the fact there
is still some small overlap between the channels. Second, the

aggregate throughput begins to decrease as the channel separa-
tion reaches its maximum value. This suggests imperfect be-
haviour in the signal processing on the wireless cards.

The aforementioned results describe the case when we set
one channel to 1 and then vary the second channel from 1 to
11. We generalise our previous results performing experiments
for all possible combinations between the frequencies used for
the two channels. Our findings are shown in Fig. 5(b) and Fig.
5(c). The difference is striking. When the two antennas on
the middle node are separated by 1 metre, one can identify or-
thogonal channels which will not interfere. On the other hand,
when one uses the default configuration that necessitates the
two antennas to be in close proximity, then there is essentially
no interference-free channel pair and orthogonality is no longer
deterministic.

D. Impact of antenna separation on throughput

Having calibrated our testbed, we can now report our findings
on the 2-hop performance of our testbed. In what follows, we
compare the experimental throughput achieved with the single-
hop throughput. If the two hops are truly independent then
each hop should be able to operate at full capacity. Fig. 6(a)
and Fig. 6(b) present the relationship between throughput and
packet size when the two antennas are close or far from each
other respectively.
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Fig. 6. Throughput vs. packet size in a 2-hop wireless network operating using
2 orthogonal channels (1 and 11).

Fig. 6(a) reinforces the fact that the two interfaces cannot op-
erate independently despite being on orthogonal channels. The
transmitted energy from one interface is strong enough to dis-
tort the internal filters and amplifiers in the receiver. This results
from the fact that, due to cost, almost all wireless cards initially
accept the entire 2.4 GHz band, filtering the desired 22 MHz
channel on a second pass[7]. Because the path-loss exponent is
at minimum two and tending more towards four, the received
signal power will be several orders magnitude less than the re-
ceived signal from the other card in the node. This huge dispar-
ity in power causes the analog circuits to function incorrectly
and therefore distort the received signal causing packet errors.

From Fig. 6(b) we have a clear indication of the perfor-
mance improvement when the two antennas are separated by
35db. Distancing the antennas reduces inter-card interference.
Nonetheless, we most likely have not completely eliminated the
influence of each interface on the other, and hence the through-
put falls slightly short of that predicted by simulation.

V. SUMMARY/DISCUSSION

In this work we outline some possible pitfalls of multi-radio
experimentation and the impact of the mesh router architec-
ture on the performance of a 2-hop wireless network. Using
commodity hardware we quantify the impact of different de-
sign choices. We show that multi-radio systems need to ad-
dress three issues: i) board crosstalk, ii) radiation leakage, and
iii) antenna separation. Our experiments show that using an
off-the-shelf platform:

• One cannot accommodate more than 2 cards inside the
same box without more elaborate shielding. Even under

such circumstances techniques are needed for the cancel-
lation of the crosstalk. Custom made hardware may be
needed for multi-radio systems with more than 2 radios.

• Even if a single node contains 2 wireless cards alone, these
cards are not going to be able to receive or transmit traffic
at the same time, unless their antennas are separated by
more than 35db. Only with significant antenna separation
can one identify non-interfering communication channels.

• Errors in the implementation of protocols may lead to er-
ratic behaviour, such as warmup periods for proper func-
tionality and seemingly inexplicable behaviour.

• The ability to collect accurate and complete statistics at
the MAC and physical layers is crucial to troubleshooting
problems.

Throughout the course of this work we realised that wireless
experimentation can sometimes be more misleading than care-
ful simulation. Reproducibility is difficult to achieve and lack
of persistence in identifying the reasons driving the behaviour
of a testbed can lead to false findings. Only by starting from
small, carefully calibrated experiments can we have confidence
in our results and move toward more complicated and interest-
ing scenarios.

Our experience demonstrates that multi-radio systems face
limitations and experimentation in this domain may actually
need to be a cross-disciplinary action where RF experts work
together with networking researchers in order to address the
several problems. Off the shelf equipment is attractive due to its
flexibility but custom made hardware may actually be a neces-
sity (essentially we are currently simulating systems that have
not been built). Until then simulation can provide a measure
against which experimental testbeds can be calibrated in their
simplest form before embarking into the evaluation of sophisti-
cated mechanisms addressing alternative MAC and routing pro-
tocols in large scale. Our work highlights such a process, the
limitations of the studied system and offers potential avenues
for the implementation of mesh routers using general purpose
hardware.
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