Operating Systems Techniques for Parallel Computation in Intelligent Memory

Mark Oskin, Diana Keen, Justin Hensley, Lucian-Vlad Lit a and Frederic T. Chong

Department of Computer Science, University of California at Davis
Davis, California 95616, USA

Received August 2000
Revised April 2001
Communicated by Apostoles Gerasoulos

ABSTRACT

Advances in DRAM density have led to several proposals to perform computation in memory [1] [2] [3]. Active Pages is a page-based model of intelligent memory that can exploit large amounts of parallel computation in data-intensive applications. With a simple VLIW processor embedded near each page on DRAM, Active Page memory systems achieve up to 1000X speedups over conventional memory systems [4].

Active Pages are specifically designed to support virtualized hardware resources. In this study, we examine operating system techniques that allow Active Page memories to share, or multiplex, embedded VLIW processors across multiple physical Active Pages. We explore the trade-off between individual page-processor performance and page-level multiplexing. We find that hardware costs of computational logic can be reduced from 31% of DRAM chip area to 12%, through multiplexing, without significant loss in performance. Furthermore, manufacturing defects that disable up to 30% of the page processors can be tolerated through efficient resource allocation and associative multiplexing.
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1 Introduction

Accessing and manipulating data has become increasingly expensive as the gap between microprocessor and memory system performance has widened. Rapid advances in DRAM density have led to several proposals to move computational logic into the memory system [1] [2] [3]. We focus on Active Pages [5], a page-based model of computation which associates simple functions with each page of memory. For example, an Active Page may contain pixels of an image and support functions to transform and filter those pixels. The key feature of Active Pages is that they are designed to be implemented in commodity memory technology and provide inexpensive resources to exploit large amounts of parallelism. The more memory involved, the more Active Pages that are available to speed up the computation. In fact, our initial studies have shown from 10 to 1000X speedups over a conventional uniprocessor system running data-intensive applications such as sparse-matrix multiplication, MPEG encoding, protein sequence matching, and unstructured database searching.

Our initial work [5] described an implementation of Active Pages which integrated a block of reconfigurable logic with each subarray in a DRAM chip. Although this approach was shown to be extremely promising, the reconfigurable logic was expected to consume 50% of the total available chip area. To reduce this logic area requirement, a VLIW processor was designed to replace the reconfigurable logic.
[4]. Active Page memory using this VLIW processor requires only 31% of the chip area for computational logic. Further area reduction, however, is desirable to make Active Page memories viable in the commodity market.

In this paper, we focus on a multitasking environment. As such we expect some applications that utilize Active Page memory and others that are purely conventional in nature. Hence we do not expect full utilization of the available computational logic resources within the Active Page memory chip. For this study, we capitalize on this fact to demonstrate that further reductions in computational logic area are possible with only minimal performance impact.

We propose virtualizing the computational logic across super-pages in the Active Page chip. Virtualization is accomplished by time-slicing a VLIW processor across one to eight Active Pages. We call this time-slicing multiplexing of the computational logic. This paper presents an analysis of multiplexing and its effects on performance in a multiprocess environment. In addition, we look at how varying page-processor VLIW instruction width affects performance. By combining these approaches, we demonstrate that multiplexing is a more effective technique for reducing logic-area requirements than reducing individual page processor performance.

We conclude this work by focusing on another major factor in cost: manufacturing defects. DRAM architectures use redundant cells to tolerate defects, dramatically increasing chip yields and reducing cost. Embedded processors, however, do not have an analogous unit of redundancy. While multiplexing several Active Pages with one embedded processor reduces chip area, multiplexing each group of pages with two processors allows each group to tolerate a processor failure. This associativity requires some additional interconnect, but tolerance to randomly distributed processor failures increases from 33% to over 50% in our workloads.

In the next section, we briefly describe Active Page memory operation and how it differs from a conventional memory system. Section 3 describes the hardware implementation of Active Pages and how virtualization is accomplished. In Section 4, we describe the simulation environments and methodology used in this study. Section 5 presents our results. In Section 6, we examine related work. Finally, Section 7 presents our conclusions.

2 Background

The Active Page project builds upon several ground-breaking studies on intelligent memory. In particular, the Berkeley IRAM project has demonstrated many of the benefits of integrating processors with memory in upcoming DRAM technologies [1] [6]. However, Active Page architectures have three key features which distinguish them from other intelligent memory proposals.

First, Active Pages leverage conventional page-based memory mechanisms to virtualize hardware for memory-based computation. Computations for each page can be suspended, restarted, and even swapped to disk. Computations for several pages can be multiplexed on a single embedded processing element. Furthermore, Active Pages use the same interface as conventional memory systems. Active Page data is modified with conventional memory reads and writes; Active Page functions are invoked through memory-mapped writes. Synchronization is accomplished through user-defined memory locations.

Second, Active Page memory systems are intended to enhance microprocessor performance in a processor-memory architecture. This is in contrast to designs, such as IRAM [1], which focus on replacing conventional architectures with single-chip systems. While such systems have great potential for portable personal devices, memory requirements for desktop applications are likely to stay ahead of single-chip capacities.

Finally, Active Pages can exploit large amounts of parallelism. A memory system typically contains hundreds to thousands of pages of physical memory. Active Page systems can potentially support simultaneous computations at each of these
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pages. This page-based computation supports data parallelism similar to supercomputers of the past, but in a more readily available technology and for commodity applications.

Without taking advantage of the onboard computational logic, an Active Page memory chip performs nearly identically to a conventional memory device except for the addition of two gate delays of logic on a processor DRAM access. However, by utilizing the onboard logic, applications can achieve significant performance gains. Performance is improved from three factors: parallel computation, high aggregate bandwidth to memory, and a reduction in bus traffic between the memory system and external processor.

The unconventional nature of Active Pages also implies a different model of computation. To use Active Pages, computation for an application must be divided, or partitioned, between processor and memory. For example, we use Active Page functions to gather operands for a sparse-matrix multiply and pass those operands on to the processor for multiplication. To perform such a computation, the matrix data and gathering functions must first be loaded into a memory system that supports Active Pages. The processor then, through a series of memory-mapped writes, starts the gather functions in the memory system. As the operands are gathered, the processor reads them from user-defined output areas in each page, multiplies them, and writes the results back to the array data structures in memory.

3 Active Pages

The focus of this paper is to evaluate the effect of multiplexing computational logic across Active Pages. The potential benefit to such an approach is reduced hardware cost. Previous work described an Active Page architecture that integrated reconfigurable logic with DRAM. The Semiconductor Industry Association (SIA) predicts that 1G-bit DRAMs will be produced in commodity by the year 2003 [7]. To reduce signal delay and power consumption, a 1G-bit DRAM is expected to be divided into 512K-byte subarrays [8]. Therefore, we assume each Active Page will consist of one of these subarrays. Using reconfigurable logic, we find that approximately 256K transistors are required per Active Page for the logic alone. Using a 512K-byte page size, we estimate such a design would require fully 50% of the available chip area for computational logic. All of the area figures in this paper assume a DRAM-only process technology. Merged-DRAM-Logic (MDL) technologies would reduce our numbers by a factor of two if they become available in commodity memories [9].

Further study has shown that instruction-level parallelism, not hardware specialization, is the key to our success with reconfigurable logic. Consequently, we have
designed a simple VLIW embedded processor to exploit this parallelism without the hardware costs of reconfigurable circuitry [4]. This approach reduces Active Page cost to 31% of the area in a conventional gigabit DRAM. In the cost-driven commodity DRAM market, however, further cost reduction is desirable for widespread acceptance.

We examine two approaches to reducing cost. The first is multiplexing, and the second is shortening the VLIW instruction width. The current VLIW design uses an instruction width of four. In Section 5 we explore the effects on performance of varying instruction width and degrees of multiplexing. We also examine a combination of these two techniques.

3.1 Time-sharing computational logic

Previous work [10] describes hardware mechanisms and operating system support necessary to implement virtual memory for Active Pages. This paper looks at virtualizing the page processors. To minimize logic area, several pages would share a single page processor. By multiplexing, or time-slicing, the page processor across Active Pages, the system gives the programmer the illusion of one page processor per Active Page.

Figure 1 illustrates how page processors can be multiplexed between pages. With four or fewer pages sharing one processor, the logic can be synthesized to adjoin each page, minimizing additional routing resources. For eight pages or more, additional routing is required. Since the page processors operate at only 100 MHz, we assume no performance penalty for multiplexing signals to each page processor. However, we conservatively assume up to a 20% logic area overhead for added wires, arbitration logic, and potential aspect ratio problems in synthesis.

The logic is then time-sliced to give each subarray a “virtual” processor. To support multiplexing, the page processor must support context switching and simple protection mechanisms. In this study, we have assumed these mechanisms exist in hardware. If necessary, simplified task-switching handlers may be installed in each Active Page, thus providing some degree of software control over the process. Active Pages may be executing entirely different user processes, so protection must be provided. This protection is enforced by masking the upper bits of an address originating from the page processor. The hardware support for context switching already exists in the Active Page DRAM to support virtualization of Active Pages [10].

Additionally, we investigate multiplexing with associativity for the purposes of defect tolerance. Specifically, we multiplex eight pages with two embedded processors instead of four to one. If a processor is defective due to a manufacturing error, it is still possible for the remaining page processor to provide Active Page functionality to the set of multiplexed Active Pages. Hardware support for associativity will incur area costs for interconnect, but our results will show that dramatic increases in defect tolerance will more than offset these costs.

Active Pages is a partitioned programming model. In such a programming model, components of the application execute within each Active Page, and a central processor thread exists to control and process data as needed for each page. Currently applications are hand partitioned by the programmer to take advantage of the Active Page environment. In the future automatic partitioning may become viable. A multi-tasking operating system would ordinarily time-slice the central processor. This leads naturally to exploring the possibility of time-slicing the Active Page memory.

4 Methodology

This study examines application performance in a multi-programmed environment. Previous single-process Active Page studies [5] used a cycle-level processor-memory simulator based upon the SimpleScalar toolset [11]. Although multiprocess work-
loads where studied, simulation time limited applications and data-sets to small “proof of concept” sizes. While the results were promising for Active Page memory systems [10], simulation speed clearly needed improvement.

4.1 Memory OS Simulator (MOSS)

For this study, we adopted an emulation approach to achieve the cycle times necessary to run large, multiprogrammed workloads. The emulator is a dual-processor Pentium II system and a customized Linux 2.2.0 kernel. The customized Linux kernel utilizes the dual-processor system to simulate a single-processor system with an Active Page memory. One processor (main) is utilized as the single-processor emulator, while the other (simulation) processor simulates the work done by the Active Page memory system. For simplicity, execution on the two processors is prevented from occurring simultaneously. In this manner, the cache and memory traffic of the main processor are not perturbed by the simulation processor.

The custom Linux kernel controls the hardware to synchronize these two processors and the system real-time clock. The system APIC (Advanced Programmable Interrupt Controller) is configured to interrupt the main processor every 100 microseconds. The interrupt triggers the Linux kernel to enter a simulation state. Once in the simulation state, the Linux kernel controls the second processor to simulate activity for each Active Page. The execution of the emulator is depicted in Figure 2. The machine and simulation parameters are summarized in Figure 3.

4.2 Applications

In this study, two workloads are used for evaluation: “engineering” and “commodity.” Both workloads consist of a mixture of applications which use Active Page computation and conventional applications which do not. Note that when Active Page memory is used as conventional memory, clearly multiplexing is an advantageous mechanism to reduce hardware cost with little performance impact.

The engineering application suite contains array, sparse-matrix, and dynamic-programming (DNA sequencing) Active Page applications. The array application utilizes a C++ STL array class which implements parallel insert, delete and find in Active Pages. The application simulates a simple database and performs insert and delete operations. The sparse matrix application performs a number of matrix-vector multiplies, where Active Pages perform index comparison and gather-scatter matrix values. The dynamic-programming application uses the longest-common-subsequence algorithm to determine the optimum splicing of a number of string sequences, where Active Pages perform parallel dynamic programming on string matches. These applications run concurrently with three conventional applications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>450MHz Pentium II</td>
</tr>
<tr>
<td>Memory</td>
<td>512MB 100MHz SDRAM</td>
</tr>
<tr>
<td>Active Page size</td>
<td>512K-bytes</td>
</tr>
<tr>
<td>Active Page processor speed</td>
<td>100MHz</td>
</tr>
<tr>
<td>Active Page processor width</td>
<td>Varied 1-8</td>
</tr>
<tr>
<td>Active Page multiplexing</td>
<td>Varied 1-8</td>
</tr>
</tbody>
</table>
which do not use Active Page computation: gcc, perl, and SimpleScalar.

The commodity workload contains three Active Page applications: array, 3D volume rendering, and an MPEG encoder. The array application is described above. The 3D volume rendering application is executing the back-projection algorithm. The MPEG encoding application reads in a number of frames and computes the optimum matrix pixel shift and temporal shift between the frames. The majority of the computations for both volume rendering and MPEG motion estimation are performed in Active Pages with high parallelism. The commodity suite uses three conventional applications: gcc, perl, and gzip.

These two workloads where chosen to represent applications from the two main target user groups of the Active Page memory system: scientists/engineers, and commodity desktop users. The workloads have distinct characteristics. Generally we find that engineering workloads contain more processor-centric partitions [5] and tend to offload floating point and communication tasks to the central processor. On the other hand, commodity applications tend to be more data-parallel in nature with only limited communication requirements.

### 4.3 Evaluation Technique

In order to measure the performance of our workloads, each Active Page application was first written for the Active Page simulator based on the SimpleScalar toolset. The application was hand-partitioned between the main processor and Active Page memory system. Next, the Active Page component was constructed in C. After translation into assembly language using the gcc compiler with full optimizations enabled, the resulting assembly was further hand-optimized.

Hand-optimization of the assembly code included loop unrolling, software pipelining, and code scheduling. After producing an efficient conventional implementation, the code was then transformed into VLIW implementations for various VLIW-processor widths.

Once optimized Active Page code was constructed, the resulting application performance was measured using the detailed cycle-by-cycle SimpleScalar simulator. The resulting execution times are used to calibrate the MOSS-based application simulations. We summarize these calibrations and the memory usage of the applications in Table 1. Note that workload sizes were chosen to fit within the physical memory of our emulated system. Consequently, swapping pages to disk is not a factor in our study. Previous work evaluated the swapping characteristics of an Active Pages system [10].

The Linux kernel memory allocator was also optimized for the Active Page memory system. The optimization scattered page allocations uniformly across hardware to maximize multiplexing effectiveness and defect tolerance.

Finally, each workload was executed using the MOSS simulator, and “steady-state” behavior was measured. For each workload, all six applications were executed concurrently. After each application finished, it was immediately restarted, thus

<table>
<thead>
<tr>
<th>Application</th>
<th>Memory usage</th>
<th>Page computation time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1-wide</td>
</tr>
<tr>
<td>Array</td>
<td>78M</td>
<td>5.5</td>
</tr>
<tr>
<td>DNA Seq.</td>
<td>113M</td>
<td>6.8</td>
</tr>
<tr>
<td>Sparse-Matrix</td>
<td>251M</td>
<td>0.50</td>
</tr>
<tr>
<td>Volume Render</td>
<td>256M</td>
<td>140</td>
</tr>
<tr>
<td>MPEG Encode</td>
<td>8M</td>
<td>7400</td>
</tr>
<tr>
<td>gcc</td>
<td>2.5M</td>
<td>-</td>
</tr>
<tr>
<td>perl</td>
<td>1.0M</td>
<td>-</td>
</tr>
<tr>
<td>SimpleScalar</td>
<td>24M</td>
<td>-</td>
</tr>
<tr>
<td>gzip</td>
<td>0.5M</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Application characteristics
5 Results

In this section, we present our experimental results. We begin by examining performance in relation to a conventional memory system. Then we look at the effects of time-slicing 4-wide VLIWs across one to eight Active Pages. We investigate how varying the width of individual page processors affects application performance. We then vary the VLIW processor width while using multiplexing to maintain a fairly constant logic area requirement. What is interesting in this experiment is that the underlying trade-off is really between coarse-grained parallelism, in the form of individual Active Page function invocations, and fine-grained parallelism, in the form of conventional instruction level parallelism (ILP). A wide VLIW processor allows for a high degree of fine-grained parallelism, but since it is multiplexed across multiple pages, fewer pages may be active in the system simultaneously, leading to a lower degree of coarse-grained parallelism. Finally, we explore a defect tolerant Active Page memory configuration.

Speedup over Conventional Figures 4 and 5 depict application speedup when applications use an Active Page memory system. Speedup is measured in terms of wall-time for the application in a conventional memory system divided by its wall-time using an Active Page memory system. We observe that most Active Page applications continue to show substantial speedups when executed in a multiprocess environment. An exception to this is dynamic programming (LCS). This application is communication bound at the experimental data size. Since communication must be explicitly performed by the external processor, multitasking adversely affects it. The current Active Page user library does not support exponential backoff for synchronization between processor and memory computations. It is expected that such functionality will free up main processor resources, and thus increase performance for conventional applications. As clearly evident from the graph, Active Pages does not improve the performance of “conventional” (non-partitioned) applications.

Multiplexing Performance Figures 6 and 7 depict relative application performance as the degree of multiplexing is increased. We normalize our results to a configuration with no multiplexing, where a one-to-one relationship exists between 4-wide VLIW processing elements and DRAM subarrays. Multiplexing factors of two, four, and eight make up the remaining data points. We note that hardware multiplexing of eight incurs no more than a 17% performance penalty, and a multiplexing factor of four incurs no more than a 6% performance penalty for all Active Page applications studied in both workloads.

Fig. 4: Speedup over conventional for the engineering workload

Fig. 5: Speedup over conventional for the commodity workload

maintaining a nearly constant execution of all six processes. The first execution of each application was discarded to remove any startup effects.
It should be noted that some counter-intuitive results can be observed from multiplexing. For instance, gcc and sparse matrix see slight performance improvements as additional multiplexing is implemented in hardware. The reason for this is other applications executing concurrently suffer performance losses by not having enough Active Page logic resources available (i.e. array and renderer). In such instances, these applications can give up their main processor time slices. This additional CPU time may benefit conventional applications (i.e. gcc, etc.) or those Active Page applications with highly processor-centric partitions (sparse matrix).

**Processor Width Performance** Figures 8 and 9 depict relative application performance as VLIW processor width is varied. Here, processor widths of one, two, four and eight were evaluated. In general we observed Active Page application performance to increase up to 20% for the engineering workload, and between 20-80% for the commodity workload. It should be noted that MPEG suffers adverse cache effects with a VLIW width of eight, thus lowering performance relative to a four-wide VLIW.

**Processor Width versus Multiplexing** Taking another look at Figures 8 and 9, we find that the Active Page applications do not have the static instruction level parallelism (ILP) to utilize much beyond a four-wide VLIW processor. In addition, Figures 6 and 7 show that the degradation due to multiplexing is superlinear, suggesting that too much coarse-grained parallelism exists within the application workloads to substantially multiplex the processor resources.

An experiment designed to compare these two forms of parallelism is depicted in Figures 10 and 11. Here we compare an Active Page device utilizing a single-issue processor with no multiplexing against a device utilizing a two-wide VLIW with two-way multiplexing, a four-wide VLIW with four-way multiplexing, and an eight-wide VLIW with eight-way multiplexing.
In the Active Page applications, a two-wide VLIW with two-way multiplexing shows a performance gain. This implies that the gain from the increased instruction-level parallelism outweighs the reduced coarse-grained parallelism. Because several conventional applications are active in the workloads, this makes sense, as many of the pages do not need the page processors. For the commodity workload, a four-wide VLIW with four-way multiplexing is optimal. No clear configuration appears optimal within the engineering workload but a four-wide VLIW processor with four-way multiplexing is a suitable compromise across the applications studied. Hence, we will use this configuration in the remainder of our study.

To describe why multiplexing performs well in a multiprocessor environment, we identify three key factors:

1. **Non-active memory** helps mask the performance degradation due to multiplexing. By definition, all pages of memory in a conventional application require no computation in memory. Some pages in an Active Page application also require no memory computation.

2. **Active Page processing time** is the amount of time spent by the page-processor executing without main processor intervention. This time varies with page processor performance and is listed in Table 1. For most engineering applications, we find Active Page processing time to be fairly low. This is consistent with a tightly-coupled application in which the central processor is necessary to complete part of a complex computation. For commodity applications, simple data manipulations are easily off-loaded to the memory system. This leads to longer per-page computation times, most notably MPEG, with Active Page processing time on the order of seconds.

The combination of low Active Page processing times and context switching in the main processor hides the effects of multiplexing in the memory system. In the absence of multiplexed Active Pages, when the main processor switches to another process, the Active Pages associated with the previous process quickly finish their work and stall until the process regains control of the central processor. Multiplexing allows efficient utilization of page processors by context switching them to another Active Page process when they would otherwise be idle.

In an environment with Active Page processing times larger than a central processor time-slice, such as those observed in MPEG, one would expect multiplexing to degrade performance. Within this study, however, degradation is minimal due to the relatively low memory requirements of MPEG and the effects of non-Active memory.

3. **Partitioning** is the process of dividing an application into work done in Active Pages and work done in the main processor. As long as the main processor can keep up with the Active Pages, an application is scalable and will exhibit linear speedup as its dataset grows and more Active Pages are used. Once the main processor becomes saturated with work, however, performance will no longer increase as more Active Pages are used.

We find that multiprocess environments change the position at which an application transitions from scalable to saturated. Multiprocessing time-slices the central processor, which may be viewed as artificially slowing down the central processor from the perspective of a single process. This will shift the scalable-saturated point towards smaller problem sizes.

We may utilize multiplexing to reverse this shift. Multiplexing essentially slows down the
Active Page computation, shifting the scalable-saturated point back towards larger problem sizes.

Because of these properties of multi-programming environments, we observe that multiplexing is an efficient mechanism for reducing logic area requirements in an Active Page memory device. A four-way multiplexed four-wide VLIW Active Page device is estimated to require 12% of the available chip area for computational logic while still providing substantial performance gains. This estimate is based upon the reduced logic area coupled with a 20% logic area increase due to additional interconnect requirements.

Note, however, our success with multiplexing stems from a multiprogrammed environment in which the pages are spread throughout the system and each page processor services pages from separate processes. In a single process environment, the performance of multiplexing is dependent on application characteristics. We illustrate this with two applications, Rendering and Dynamic-Programming. Three-dimensional rendering has large processing times and needs all of the computational units at the same time. Dynamic-Programming uses only a fraction of the Active Pages at the same time as the computation wave-front passes through the DRAM. Their single process performances are depicted in Figure 12. Relative performance is depicted for one-way, two-way, four-way, and eight-way multiplexing. When the only application in the system is three-dimensional rendering, we see that eight-way multiplexing decreases application performance by 40%. Recall that in the multiprocess environment, it only exhibited a degradation of 17%. Dynamic-Programming, on the other hand, sees little degradation because it can share the page processors between its own Active Pages that are active and inactive at any given time.

**Defect Tolerance**  In this section, we use associativity to increase the defect tolerance of our system. The initial Active Page design proposal focused on integrating reconfigurable logic and DRAM. One reason for this focus was the regularity of an FPGA structure could be used to provide defect tolerance within the hardware. However, here we focus upon manufacturing defects that render our embedded processors inoperative. The irregular structure of the processor does not lend itself to a natural way of providing hardware support for defect tolerance. Our goal is to provide some degree of processor redundancy under the assumption that memory cells already have their own redundancy techniques.

Instead of four Active Pages sharing one four-wide VLIW processor, we allow eight pages to share two processors. We study the effect of randomly distributed processor failures upon this associative system. If a group suffers two failures, the operating system will only map conventional pages to that group (pages with no computation).

For our commodity application workload, the performance degradation due to randomly distributed processor failures is depicted in Figure 13. We note that up
to a 50% defect rate is tolerated. Increasing the defect rate to 60% decreased the number of functional Active Pages below that required by the workload without page swapping. Virtualizing Active Pages to disk was studied in [10], and a similar mechanism can be utilized to further increase defect tolerance.

Similar results are shown in Figure 14 for our scientific workload. We note that defects are again tolerated up to 50%. We observe that performance of the sparse-matrix application increases as more embedded processors fail. This application is limited by the performance of the central processor. Its performance increases because some of the other applications are not using as much central processor time. The array and dynamic programming applications are limited by Active Page speed. As the percentage of failures increases, their Active Pages slow down and the central processor has fewer Active Page results to process. This frees up cycles on the central processor and increases performance on sparse matrix. Unfortunately, this increase came at the expense of the other two applications, and overall performance is decreasing as resources fail.

For both workloads, associativity creates an increased tolerance to failures. The benefits are straightforward. Two processors must fail instead of one in order to disable any Active Pages. If 50% of embedded processors fail in our test system, we see that with two-way associativity, up to 75% of the memory will still be available for Active Page use.

Since not all of the system memory is required to be “active” at the same time, the operating system may map around defect areas and utilize fully defective functional groups for conventional applications. Furthermore, the workloads do not require the full 512MB available to the system, and the unutilized memory is available to map into defective regions. The operating system can tolerate some defects without associativity by taking advantage of underutilization and conventional applications.

**Summary** By multiplexing four-wide VLIW processors with four Active Pages each, we achieve substantial area savings with little degradation in performance. Although the area of the logic is reduced by four times, the area necessary for DRAM remains constant. The percentage of computational logic in an Active Page DRAM device with no multiplexing utilizing a four-wide VLIW processor is 31%; the computational logic percentage in a similar chip with four-way multiplexing is 12%. Overall this yields a smaller device with lower fabrication costs. We further find that sharing two page processors between eight pages allows up to a 50% defect rate to be tolerated by our application workloads with only a 20% performance penalty. This is quite encouraging, and we expect operating system management of on-chip manufacturing defects to be a viable method to lower overall system cost.
6 Related Work

DRAM densities have made intelligent memory attractive as commodity components. Intelligent memory, however, was proposed well before the current commodity thrust. The SWIM project [12] combined reconfigurable logic and memory to perform fast protocol computations. The HPAM project [13] takes a hierarchical approach to intelligent memory. FlexRAM[14], a latter project to Active Pages, has a similar programming model, but does not strive for a commodity DRAM replacement. Instead FlexRAM focuses on a more specialized high performance market. IRAM[1] integrates DRAM and logic for the purposes of building a single-chip solution. Such integration may be more efficient for specialized domains such as PDAs, but does not attempt to provide a general commodity DRAM part for desktop systems. The Impulse project [15] has similar goals to Active Pages but focuses on adding address manipulation functions to the memory controller. All of our applications, however, require some small computations which can not be supported without more generalized computation in the memory system than provided by Impulse.

Finally, [16] proposes user-level control of physical memory management. Future exploration of Active Page memory allocation strategies would clearly benefit from more application-guided placement and paging control.

7 Conclusion

Active Pages is a page-based computational model for intelligent memory which can lead to substantial performance benefits. This study has looked at a promising method of reducing the computational logic area requirements of an Active Page memory device. By multiplexing the computational logic across one to four Active Pages, hardware cost can be reduced with little performance impact in a multi-programmed environment. Furthermore, we find that it is more important to have fewer, faster computational logic elements that are time-shared across pages than more abundant, slower ones available for direct computation at each page. With a four-wide VLIW processor multiplexed with every four Active Pages, computational logic area can be reduced to 12% of total chip area in a gigabit DRAM. We also find that multiplexing, associativity and clever operating system resource allocation can map around manufacturing defects with only a 20% performance penalty with 50% random logic failures. An Active-Page-aware operating system can be defect tolerant and allow a lower cost system to be developed by increasing manufacturing chip yield. These incremental costs make Active Pages an attractive memory-based computation model.
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