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As machine learning methods become more powerful and capture more nuances of human behavior, biases in
the dataset can shape what the model learns and is evaluated on. This paper explores and attempts to quantify
the uncertainties and biases due to annotator demographics when creating sentiment analysis datasets. We ask
>1000 crowdworkers to provide their demographic information and annotations for multimodal sentiment
data and its component modalities. We show that demographic differences among annotators impute a
significant effect on their ratings, and that these effects also occur in each component modality. We compare
predictions of different state-of-the-art multimodal machine learning algorithms against annotations provided
by different demographic groups, and find that changing annotator demographics can cause >4.5% in accuracy
difference when determining positive versus negative sentiment. Our findings underscore the importance of
accounting for crowdworker attributes, such as demographics, when building datasets, evaluating algorithms,
and interpreting results for sentiment analysis.
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1 INTRODUCTION
Multimodal sentiment analysis presents the challenge of computationally determining how humans
would emotionally interpret a given input. For example, what is the sentiment expressed by a speaker
in a video? This problem is critical for building richer human-computer interaction experiences
and providing automated assistance to people, for example. Leveraging the power of deep learning,
researchers have made progress modeling sentiment in any modality of input including text, video,
audio, or some combination of multiple modalities. To train complex, non-linear deep learning
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models, researchers have created datasets consisting of thousands of video examples labeled
according to sentiment [8, 46, 49, 81–83]. Most of these datasets consist of example videos of
“talking head” speakers. Each example is labeled independently by a set of human annotators
who are asked to gauge the emotion of the speaker (whether they are saying something positive,
negative, or neutral, for instance). As research in sentiment analysis has progressed, AI models
that classify sentiment have been applied to a range of decision making pipelines and applications,
including emotional chat support [69] and determining hate speech [78]. Furthermore, as these
technologies advance and become more pervasive, it can drastically alter how we live our daily
lives from seeking out medical help [28] to and changing our work environment [75].
To create the datasets to train the models in these systems, researchers often rely on hiring

crowd workers through services such as Amazon’s Mechanical Turk to label the data. There
has been extensive work examining how to leverage crowd workers to obtain quality labels at
scale [43, 65], and sentiment is frequently labeled in the same manner. However, sentiment is highly
subjective, and when appraising sentiment of others, psychologists have found that our experiences
and opinions play an important role [1, 7, 14, 23, 37, 42, 45, 50, 56, 62]. Since these studies have
shown that demographics can be used to capture differences in sentiment appraisal, it therefore
suggests that differences in annotator demographics can lead to differences in their interpretation
of sentiment.
To attempt to control for the impacts of demographics, researchers have developed previous

datasets that balance some variables. For example, balancing for a 50-50 distribution of male and
female speakers [83]. Newer datasets also occasionally provide demographic information of the
speakers or subjects in the dataset [81, 82] as a means to aid models in making more informed
decisions. Other works have also examined the biases inherent to the contents [36, 76, 79]. However,
few works have examined biases due to annotators’ demographic backgrounds [2, 32, 53]. To the
best of our knowledge, no works have examined annotator biases for sentiment from a multimodal
perspective.

If annotator demographics impact sentiment, then any results gleaned from a dataset that does
not control for annotator demographics at the time of creation will be biased and skewed in
addition to all the other biases that such datasets already exhibit [11, 30, 77] by any “unbalanced”
(defined relative to specific application needs and goals) distribution of annotators. Therefore, if
the demographics of the annotators did not match the distribution of, say, the general population,
then results and analysis using that dataset might not be applicable to the general population.
Furthermore, models and evaluations using these datasets would reflect the opinions of those who
perform crowdwork versus those who do not. For systems which make decisions based on these
models, this would mean lower efficacy for certain groups of users. However, as these technologies
become increasingly critical in commonplace technological systems, it would not be far-fetched to
notice a disenfranchisement of specific demographics of people [5]
Understanding the potential role of annotator demographic is critical in informing decisions

about how we use and trust sentiment analysis technologies going forward. We attempt to provide
some answers to this and quantify the impact of demographics on sentiment analysis datasets. We
re-labeled the well-established MOSEI dataset [83]: a dataset of “talking head” speakers scraped
from YouTube. Using a crowd-sourced labeling process that took the annotators’ demographic
information into account, we produce a rich annotation that includes 5 times more annotators
per video than the original MOSEI dataset. We also collected detailed demographic information
for all annotators in our relabeled dataset. Using this dataset, we conduct statistical experiments
to establish and begin to quantify the impact of demographic background on sentiment labeling.
From this analysis we found that annotator sentiment varies (with statistical significance) based
on demographic factors such as age, gender, ethnicity, and educational level. Our results suggests
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that decisions derived from AI should be used cautiously and a strong need for interdisciplinary
collaboration for more inclusive AI development.

Our work provides the following contributions:

• We present a large set of annotations for multimodal sentiment analysis containing rich
demographic information. Additionally, we provide annotations for independent modalities
(text, audio, visual) in addition to their combined annotations.

• We show that demographics have a significant effect on sentiment labeling, and show that this
effect generalizes across all component modalities: text, visual, audio, and their combination.
We find noticeable differences in label agreement and ratings for different modalities. These
results suggest that decisions derived from AI results should be used cautiously. In particular,
they should consider the parameters for data collection that may introduce unintended biases.

• We show that algorithmic claims of sentiment classifier improvement can vary greatly due
to demographics, observing up to 4.9% change in absolute algorithmic performance when
sampling for various sub-populations. This exceeds the improvement claims over state-of-the-
art of most recent sentiment classification machine learning papers. We additionally show
the ability for our gathered labels to be used as an improved evaluation metric to account for
demographic biases. Data is released for public use.

2 RELATEDWORK
We examine relevant literature to motivate our work. We first examine modern advancements in
multimodal machine learning that is applied to sentiment or emotion classification. We discuss
datasets these models are trained with and their annotation process. We then examine how demo-
graphics can influence the emotion appraisal process. Finally, we examine ways in which works
have attempted to quantify and mitigate the demographic of annotators.

2.1 Multimodal Machine Learning
Enabling machine learning for multimodal data has been explored in many domains over a long
period of time [4]. Many machine learning techniques have been applied on the task of sentiment
classification [27, 70]. As transformer-based architectures have become very popular recently, some
recent techniques have also explored their use in multimodal settings. Originally proposed in [68]
for neural machine translation (NMT) tasks, they have demonstrated superior performance on
multiple benchmark problems such as in image classification [21] and action recognition [47].
The basic functionality is to apply layers of self-attention, on sequential representations. Recent
attempts by researchers to enable multimodal modeling on transformers via cross-modal attention
have been successful for sentiment analysis [20, 66]. Inspired by work which showed that shifting
one modality (language) using representations from other modalities improves performance, [70],
MAG-XLNet [55] incorporates the ability for fine-turning on multimodal data on a transformer-like
model built on top of XLNet [80]. XLNet is an extension of transformer based methods that enables
learning over longer sequences and the ability to better model the context dependencies.

2.2 Multimodal Machine Learning Datasets
There is a long line of work for building large scale datasets for machine learning. There have
been numerous works on the development of large scale datasets for the vision, language, and
multimodal domains. Many datasets have been gathered over the years to explore sentiment or
valence: text based, visual, audio, and via their multimodal combination [81–83]. Additional datasets
using modalities such as pose [8, 49] and EEG [19, 38] have also been created and analyzed. Datasets
built around continuous representations have also been explored [39].
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# samples
Mean
annotators
per sample

Total
annotations Scale Annotator

demographics?

Per-
modality
labels?

Ours 500 15 30,000 7-pt likert Yes Yes
CH-SIMS [81] 2281 3 27,372 7-pt likert No Yes
MOSEI [83] 23,453 3 70,359 7-pt likert No No
SEWA [39] 1990 5 Continous Continuous No Yes

Table 1. High level statistics of recent datasets for sentiment or emotion analysis. Our annotation effort
produced more ratings per sample and also contains detailed annotator information. We also provide per-
modality labels and have a comparable number of total annotations in the entire dataset. This type of
annotation enables us to perform in-depth analysis on demographic effects and is comparable to large-scale
machine learning datasets by annotation count.

Due to their large size, these datasets are typically labelled via crowdsourcing platforms such
as Amazon Mechanical Turk. One frequently used method for obtaining quality labels is the use
of multiple annotations and taking the mean or majority class. While many existing datasets
simplify annotations to a single ground truth emotion or sentiment label, likely due to a lack of
annotators per sample, emotion representation is not necessarily discrete. Representations such as
[52] describe emotions in a continuous space. In this work we compare the mean label for ease of
comparison with prior art, however, the scope of our data collection enables us to represent labels
as a distribution (with mean and variance).

2.3 Demographic Effect on Emotional Appraisal
The studies of how emotions are interpreted have a long history in psychology. Demographics such
as gender [23, 50, 64], age [1, 45], culture [7], economic background [54], etc., play a particularly
large role. There are significant differences in the emotion expression and appraisal as a result of
these factors. Combinations between multiple demographic variables have also been considered,
such as in age and culture [1]. For example, Plant et al. [50] showed that people typically rate
women sadder than men, and that they demonstrated a wider variety of emotions. Fischer et al.
[23] found that women’s experiences of emotions were modulated by cultural background. Many
works have also explored gender stereotypes beyond this [7, 34].

Cultural backgrounds have also played a role. Brody [7] presented data showing that emotion
expressiveness across cultures are different. Davis et al. [14] demonstrated that elicited emotional
responses are different between participants of Chinese versus American culture between men
and women. Age has also been well studied: Mitchell et al. [45] found that older adults are less
accurate at interpreting prosodic emotion cues, and follows numerous previous works studying the
age-related decline for identifying emotional cues [58]. Additional differences in age demographics
between rater and poser were also discussed by Riediger et al. [56], and that emotional expression
by older posers were more difficult to read.

2.4 Annotator Bias
The study of annotator demographics and its relationship to machine learning dataset creation is
not new. Many techniques have tackled this during data acquisition [24, 25] as well as during model
development [33, 48]. Works such as Wauthier and Jordan [71] proposed a framework to mitigate
worker biases and downstream effects on model performance. Asking workers to think about other
workers responses as demonstrated by Shaw et al. encouraged workers to provide more objective
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annotations [63]. This inspired Hube et al. [32] to develop a method for intervention to overcome
the strong influence that personal opinions have during annotation of subjective datasets. Chung
et al. [10] recently conducted a systematic evaluation of different approaches for obtaining ground
truth labels. Most recently, techniques have been proposed by Chen et al. [9] have attempted to
capture annotation uncertainty as well as improve consistency by improving the annotation task
design.
Furthermore, recent efforts to combat bias have been a topic of focus in the natural language

processing domain. In particular, it has been observed that for datasets pertaining to hate-speech,
the demographics of annotators play a large role [2, 26, 35, 40, 60, 72]. These results are echoed
by Prabhakaran et al. [53] who found that annotators for hate-speech [35], sentiment [17], and
emotions [15] for the language modality contained bias due to annotator demographics. That is,
aggregated labels did not properly capture the perspectives of annotators from varying demographic
groups. In fact, the impact of annotator demographics have also been observed when obtaining
credibility ratings for news [6]. Some recent works have begun to quantify and mitigate this effect.
Gordon et al. [29] introduced a metric to correct metrics based on the assumption that annotators
will provide inaccurate answers with some chance.

We build upon these works by providing more detailed data as well as analysis for the multimodal
domain. Additionally, we examine the scale of these effects empirically using state of the art
techniques.

3 EXPERIMENTAL DESIGN
We examine the impact of how demographics of annotators impact label distribution. In other
words, do the demographics of annotators matter when labeling sentiment data? Our hypothesis is
that by grouping annotations based on the demographics of annotators who provided them, we can
drastically alter the "ground truth" label distribution, to the point that these differences might even
outweigh differences among competitive machine learning classifiers attempting to approximate
this ground truth. Furthermore, with the intuition that model performance and evaluation will be
strongly affected, we examine how annotations from strategically selected demographic subgroups
can be used to create a demographic bound on performance. Naturally, this requires gathering
data that can capture nuances of demographic effects and is also capable of being used by recent
machine learning architectures for evaluation.
We divide the experiment into two parts: 1) We first conduct a large scale annotation (> 1000

annotators) of videos used for multimodal sentiment classification, and 2) We additionally conduct
a set of statistical experiments to determine the significance and impact of annotator demographics
on dataset labels.

We choose to evaluate sentiment, in this case positive versus negative speaker stance (as evidenced
by language, speaker video and speaker audio), due to the simplicity in the annotator decision
making (one single axis) compared to more complex emotion measures. Agreement scores among
raters are generally much lower for emotion datasets than for sentiment (positive vs negative) only
[41]. We perform our investigations in the chosen domain to provide a strong baseline, as more
obvious annotations should intuitively be least affected by demographic differences. Furthermore,
as we wish to examine whether the effects of modality would modulate any annotator biases, we
additionally gather annotations for the individual component modality for each sample. We present
our process for data collection in Section 4.

We build our dataset by randomly sampling from the test set for MOSEI based on the split from
[66] and [55] for re-annotation. This is a very suitable dataset for our purposes. The fact that we
are extending an existing established dataset means that we have a baseline set of annotations to
compare to when performing analysis of the new annotations. Another benefit is that the machine
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learning research community actively produced and evaluated classifiers for MOSEI, which can
be used in our evaluation [20, 55, 66, 70]. By changing the demographic distribution of the test
set, we determine the approximate effect that this would have on machine learning models. We
discuss and conduct thorough experiments in Section 5. In summary, our goals are to 1) provide a
set of annotations large enough for machine learning evaluation and to understand demographic
influences and 2) provide empirical evidence for the scale of annotator demographic effects on
sentiment dataset labeling across modalities.

4 DATA COLLECTION
We now describe the data collection process for our large scale study to examine the influences
of annotator demographics on unimodal and multimodal sentiment-dataset annotation. We first
describe the video samples used for annotation in Section 4.1. We then discuss the platform used
for recruiting participants (Section 4.2), and the collection interface (Section 4.3). Lastly, we discuss
our way to improve the demographic distribution of the annotators in Section 4.4.

4.1 Multimodal video samples
We build our dataset using 500 videos segments randomly sampled from the Multimodal Opinion
Sentiment and Emotion Intensity (MOSEI) dataset [83]. It is one of the largest multimodal sentiment
analysis datasets to date, and is highly regarded in the domain. The dataset is gender-balanced for
male/female speakers. All sentences are annotated and randomly selected from various topics and
monologues. The dataset contains over 23k video segments of 7.28 seconds long. Each segment was
annotated by 3 annotators on a 7-point Likert scale. This resulted in over 70k total annotations.

To answer questions regarding modality effects, we split each video into its component modalities:
audio, video, text, and their combination. This results in a total of 2000 different samples. Annotators
are randomly assigned 30 of the 2000 samples for annotation. We ask more than 1000 annotators
to provide ratings and results in approximately 15 annotations per sample. This enables us to
to capture the per sample demographic and population effects on sentiment annotation for all
modalities.

4.2 Prolific crowdsourcing
We use Prolific to gather annotations for the samples. Prolific is a crowdsourcing tool similar
to Amazon’s Mechanical Turk available to countries within the Organisation for Economic Co-
operation and Development (OECD). In addition to being able to designate tasks to crowdworkers,
Prolific gathers demographics of participants and makes this information available to researchers.
Researchers can filter for a specific participants based on demographic background. We chose
to go with Prolific as our crowd sourcing tool due to this accessibility of diverse participant
information and its strict verification process (via government issued identification). We obtained
crowdworker ethnicity data, country of birth, employment status, student status, gender identity,
fluent languages, highest education level, immigration, whether participants were mono/multi
culture, their nationality, and household income.
In addition to filtering for data we need for analysis, we filter participants by parameters to

maintain data quality. In particular, we only accept workers with greater than 97 percent approval,
who are fluent in English with no language related disorders. It is also required that participants
can see video and hear audio.
This work involves reannotating part of an existing dataset consisting of non-offensive video

footage of movie and other reviews. We do not collect demographic information ourselves or have
access to any private information of the annotators. The participants have further agreed that some
high level demographic information will be shared and used for research purposes when signing up
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Fig. 1. Distribution of sentiment ratings by modality. The distributions are similar to the original ratings,
however noticeable differences exist when examining different modalities.

for our study through Prolific. The annotation task is quick, and we experimentors did not interact
directly with any annotators. As a result of these factors, our institution’s IRB has determined
our methodology to be exempt human subjects research. We recognize demographic properties of
participants is sensitive information and follow protocols to protect the privacy of the annotators.
The representations of demographic properties are limited by the availability of information

provided by Prolific and exclude certain populations from analysis. We encourage the reader to
interpret results with these factors in mind.

4.3 Collection interface
We follow the same annotation process described in detail by Liang et al. [41] for data collection
interface to reduce variability between the experiments. The participants are presented with a
series of bullet points explaining the task of sentiment analysis, as we did not have access to the
original training videos used by Zadeh et al [83]. We describe sentiment as the speaker’s attitude
towards the topic of their discussion. We also asked the annotators to rate the sentiment of the
speaker, and not their own opinions. As sentiment labeling is a frequent task on crowd working
sites, we expected most annotators to be able to accomplish the task with minimal training. We
did not provide too much training as we, in accordance with previous annotation goals, wanted to
avoid the over-training of subjects and wanted to maintain the in-the-wild goal of the dataset.

After receiving directions, the participants are given 30 random samples to annotate. We asked
participants to provide ratings on a 7-point Likert scale for sentiment from highly negative (-3) to
highly positive (3). We further ask the participant to rate the gender of the speaker as well as ask
if any samples failed to display properly. We match the gender assessment of each sample with
the original annotations as an additional way to maintain data quality. While we do not use this
assessment of the speaker in our work directly for analysis, we anticipate future work to explore
relationships between annotator demographics and data properties.
We estimated the time to complete 30 questions to be approximately 13 minutes or approxi-

mately 20 seconds per sample with some extra time for the directions. We targeted payment to be
approximately $9.50 per hour as this is the good pay threshold set by Prolific. However, our actual
hourly rate ended up being approximately $13 per hour as text was much faster to label and the
average taken length for 30 questions ended up being 10 minutes instead. We did not reduce this
pay as we did not wish affect the task adoption or completion rate [44].

4.4 Improving demographic diversity of annotations
We divide the annotation process into two phases during the summer of 2021. In the first phase,
we asked 500 participants from the US to provide annotations without controlling for any specific
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Age Before
boosting

After
boosting

Prolific
dist.

≤ 20 27% 21% 17%
21-30 58% 46% 50%
31-40 8% 16% 18%
> 40 6% 17% 14%

(a) Demographic distribution by age. By gath-
ering more data from under-represented groups
(> 30) we reduced the demographic skew. Older
populations were less active in picking up our task
and likely amplified the distribution bias.

Gender Before
boosting

After
boosting

Prolific
dist.

Female 79% 73% 73%
Other 21% 27% 27%

Ethnicity

White 73% 67% 74%
Other 27% 33% 26%

(b) Demographic properties by gender and ethnic-
ity before and after gathering data from under-
represented groups.

Table 2. Summary of demographic properties of the annotations. We report the proportion of labels before
and after applying a boosting process to increase the number of under-represented demographic groups of
online annotators. Each annotator provided 30 labels and we obtained data from approximately 1000 people.
We also provide the approximate active proportion of annotators available to researchers as reported by
Prolific. These distributions are in agreement with previous findings that a majority of crowd workers are
white, young (under 30), and female. More data is collected from under-represented groups by filtering for
candidates in these groups, i.e., annotations over age 30, annotators who are not female, and annotators
who are not white. The boosting process provided a noticeable benefit to the representation of the dataset.
However, annotations by underrepresented groups typically took longer, and participants were less actively
picking up our annotation task. This would explain some of the more dramatic demographic skews in age
and gender before applying the boosting process.

demographic backgrounds. In the second phase, we gather data from an additional 500 annotators
by restricting certain demographic backgrounds. The process for restricting annotations from
certain demographics is the same as quality related properties such as annotator approval rates.
Our task is only visible to particular populations that match a pre-specified group. That is, we ask
for annotators who are older than 30, who are not female, and who are not white. We keep quality
related filters such as approval rates, language skills and others the same. We perform this restricted
group annotation process independently for each group. We report the demographic proportions
from this process in Table 2. We see that the dataset is heavily skewed before this restriction
process, and that the representation of smaller groups is boosted afterwards. We also report the
approximate overall Prolific distribution of annotators. However, we found that underrepresented
groups typically participated far less actively in the annotation process and thus amplified some
dataset skews seen in age and gender.

For our study, participants who did not provide demographic information were removed from the
list of pool of potential annotators. We further limited our scope of research to participants within
the US to limit potential geographic effects. Including multiple geographies would also exacerbate
the long-tailed distributions of demographic properties due to additional variables. However, since
a large portion of the active participants on Prolific appear to live in the US, we still had a sizeable
population for recruitment. Additionally, as a vast majority of the active users on Mechanical Turk
are also from the US [18], we anticipated significant demographic overlap with the original labels.
After applying these filters, there were approximately 50k participants who were active in the last
90 days prior to data collection.
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In general we found that when boosting for specific demographics, it took longer before our
annotations were completed. We also found that by only removing one demographic from con-
sideration, such as only permitting annotators who were not female, that the other demographic
properties (gender and ethnicity) were still heavily skewed. Although using more specific filters
may help, such as filtering for non-female and non-white, we chose to use more general filters as
some population demographics were very small that we did not want to introduce other population
effects. We did not notice any differences in annotation quality for different demographics.

5 EXPERIMENTS AND RESULTS
We conduct experiments and present results to first provide a summarized view of the gathered
data for context to interpret the results Section 5.1. We present the significance of demographic
effects in Section 5.2. We then perform a series of experiments to explore the impact of these effects.
We first examine the effects of this via Monte Carlo simulation experiments in Section 5.3. We then
analyze how inter-annotator reliability is impacted in Section 5.4. Lastly, we analyze the impact
that this has on state-of-the-art learning algorithms for this task in Section 5.5.

5.1 Data overview
A total of 1034 annotators participated in our annotation task. We removed participants who did
not complete the task by answering all 30 questions, completed the task too quickly, or experienced
connectivity issues. A final 886 annotators completed the task with the distribution of population
shown in Table 2.
We find that without controlling for demographics, our distribution skew is similar to what

is found in existing literature: young, female, and educated [18, 22, 31, 67]. Without controlling
for demographics, the proportion of females in the dataset was 79%, those under 30 made up 85%
of the overall dataset and consisted of approximately 73% people who claimed white ethnicity.
After attempting to boost the under-represented populations, we were able to obtain considerable
reductions in proportion of females (73%, proportion of white ethnic background was reduced to
67%, and proportion of those under 30 was reduced to 67%. This increases the average dataset age to
29.5 years old from 25.5 years old. For comparison, the US population is approximately 62% white,
50% female, and 40% under 30. As a large portion of analysis is centered around over-represented
versus under-represented groups, we will will frequently refer to under-represented groups as other
or non-majority when presenting results. For example a comparison of female versus non-female
or other. We do this to avoid having very small groups due to finer categorization.
Other demographic aspects of the dataset for people who gave answers were: 46% of people

identify as monocultural and 41% of people identify as multi-culture for culture identity; 95% were
born in the U.S., however only 89% learned English as their first language. Approximately 41%
of participants were currently students where 2% of annotators had a doctorate degree, 12% had
a graduate degree, 40% had an undergraduate degree, 30% had a high school degree, 14% have
a technical degree, and the remainder have other or no formal qualifications. All demographic
information and annotations are publicly accessible via Github for further analysis.

5.2 Significant effects in sentiment rating due to demographics
We wish to understand whether demographic background can cause significant differences in
ratings. For example, differences between older versus younger annotators. To understand the
demographic differences while accounting for the various grouping effects from samples, subjects
and modalities, we conduct a linear mixed effects analysis following [74]. We construct a linear
model of sentiment as a function of all gathered demographics. We modeled age, gender, ethnicity,
cultural background, and education. This model was significant (𝑝 < 0.001). Figure 2 presents
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(a) Age Category (b) Simplified Ethnicity (c) Gender

Fig. 2. Mean sentiment ratings broken down by demographic categories. We provide the age, ethnicity and
gender charts. Component modalities (text, video, audio, and combined) are shown as different colors. Grey
line illustrates 95% confidence intervals. Note that there are obvious significant differences in ratings for
modality. Trends can also be observed visually.

example annotation distributions for age, ethnicity, and gender. We find via visual inspection that
despite age having a non-linear effect, the slope is still significant (𝑝 < 0.01).

We report mixed effects analysis results as an effect size with a standard error bound. We found
that age affects sentiment ((𝜒2(1)=12.17, 𝑝 < 0.001)), and increasing sentiment by approximately
0.0045 ± 0.0013 (standard errors) per year. Gender was also found to have a significant effect
((𝜒2(1)=4.33, 𝑝=0.037)), increasing rating by 0.066 ± 0.032 standard errors. Significant interaction
effects were found between gender and ethnicity ((𝜒2(4)= 11.10, 𝑝=.026)). Borderline significant
interaction effects was found for age and gender ((𝜒2(1)=3.73, 𝑝=.053)). We further test for any
interaction effects between demographics and modality. As expected, testing modality is a highly
significant effect ((𝜒2(1)=11.10, 𝑝 < .001)). Interaction tests between modality with age, ethnicity,
culture and education showed no major effects, the greatest significance was between gender and
modality at ((𝜒2(2)=2.95, 𝑝=.086)).
These results suggest that ratings for sentiment when annotating in text, visual, audio and all

combined modalities will produce different ratings depending on which demographic is annotating.
They also suggest that the demographic effect is consistent across modalities. Furthermore, the
significant differences in annotations within each modality suggest that ground truth annotations
for each modality is subtly different. That is, human perceptions of text, video, audio, or combined
modalities are subtly different. Therefore, when building datasets, we need to be careful whether
participants are accounting for the information in the modalities we are interested in holistically.
Furthermore, when developing a model for prediction, we should be wary that the predicted
label matches the expected label of user interaction. That is, we do not want a model to infer the
multimodal sentiment label when a user is only communicating via text, as this might result in
lower perceived model effectiveness.

5.3 Monte Carlo simulation of demographic effects
We perform a Monte Carlo experiment to visualize how shifting demographics can alter the truth
of labels for a dataset. The diverse demographic information in the dataset enables us to perform
a Monte Carlo sampling of sub-populations to understand the effect of varying the population
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(a) Monte Carlo performance metrics by age. Sampling is performed to obtain a subset of our data to
obain differing mean ages. Similarity with original annotations from MOSEI [83] is reported in the left two
figures using Jaccard similarity and Pearson’s 𝑟 . Agreement within the Monte Carlo sampling is reported
as Krippendorf alpha. We report the distribution of demographics in the right-most figure. Observe that
when compared to the original dataset (right two figures) that there is a high degree of relative change. In
particular, annotators aged approximately 30 had the least amount of similarity with original annotations.
Stronger agreement within the dataset (third from right) appears to correspond with more similarity to
original annotations.

(b) Monte Carlo performance by gender distribution. From the right two figures, we see that as the proportion
of women increases, there is more similarity with the original labels. Since a majority of annotators are
women, this shows that the labels are more biased towards the opinions of women. Women also tended to
agree more with the annotations of other women. The right most figure demonstrates that there are more
younger women than older women and helps to illustrate the co-variance between age and gender.

Fig. 3. Visualization of Monte Carlo experiments on age and gender. Left two figures in each category show
similarity with original ratings from [83]. Alpha is the agreement score of the dataset sampled via Monte
Carlo. The trends observed above support the significance of effects found in Section 5.2

.

with differences in the dataset. We seek to empirically demonstrate how sampling various sub-
populations based on demographic ratios impacts the dataset metrics. We also seek to show how
using our labels can be used as an evaluation to test for the spread of performance in current
algorithms due to demographic differences. We conduct the results using the combined modality
for bench-marking and analysis purposes.
Following the mixed effects analysis, we saw a significance in the annotator gender and age

categories for all the modalities. We randomly sample 3 raters per video segment with replacement
from the dataset for different mean ages and for varying proportions of women. We examine metrics
with respect to the original dataset [83]. We report Jaccard similarity and Pearson correlation against
this dataset, similar to how previous models used these [66]. We additionally report the Krippendorf
Agreement score for each monte carlo sample.

As can be observed in Figure 3, we observe large variations in age metrics when adjusting for
the mean age of the dataset. There appears to be a correlation of within dataset agreement for age
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Age Text Video Audio All 𝑟

≤ 20 0.45 0.31 0.43 0.47 0.67
21-30 0.47 0.33 0.43 0.48 0.71
31-40 0.44 0.30 0.41 0.41 0.68
> 40 0.39 0.30 0.43 0.43 0.59
Overall 0.45 0.32 0.42 0.46 0.75

(a) Agreement scores broken by age and modality. An-
notators over 40 had slightly lower agreement within
themselves. Their predictions also correlated less with
previous annotations.

Ethnicity Text Video Audio All 𝑟

White 0.46 0.33 0.45 0.48 0.74
Other 0.44 0.30 0.36 0.42 0.67
Overall 0.45 0.32 0.42 0.46 0.75

(b) Agreement scores by ethnicity and modality. Non-
white annotators had lower within-group agreement
and lower correlation with previous labels. Lower
agreement is observed in all modalities.

Gender Text Video Audio All 𝑟

Female 0.48 0.32 0.44 0.47 0.76
Other 0.38 0.27 0.35 0.42 0.60
Overall 0.45 0.32 0.42 0.46 0.75

(c) Agreement scores by gender and modality. Non-
female annotators had lower within-group agreement
and lower correlation with previous labels. Reduction
in agreement is observed in all modalities.

Table 3. Agreement scores by modality for age, ethnicity, and gender. For text, video, audio, and all modalities,
we report Krippendorff’s alpha computed using a variable number of annotators and accounts for missing data.
We also report the correlation of the labels (all modalities only) provided by each demographic with the original
MOSEI labels (𝑟 ). Older (> 40), non-white, and non-female populations all demonstrated lower agreement
with original labels. This further showcases the bias when not controlling for annotator demographics during
annotation. The original annotations were obtained via Mechanical Turk which had higher proportions of
younger, white and female annotators.

with regards to agreement with previous labels. When controlling for proportion of females, we
see a small improvement in metrics as the proportion of female annotators increase. This supports
works in literature on the influences of gender in emotion interpretation [3, 12, 50, 51, 57, 73].
Additionally, all these results agree with our observations for significance previously. Furthermore,
they support the finding that testing for demographics can be beneficial for measuring ground
truth quality in subjectively annotated datasets. In summary, these results suggests that the original
ground truth labeled via Mechanical Turk likely follow the overall crowd-working demographic
biases, and these effects showcase a demonstrable effect.

5.4 Differences in inter-annotator reliability due to demographics
In this section we provide experiments for annotation quality and reliability. We explore two
questions: 1) Are annotators in certain demographics more in agreement than others? and 2) Are
annotators in certain demographics more in agreement with the original dataset? To evaluate
agreement within a demographic group, we use Krippendorf’s alpha. Krippendorf’s alpha is a
metric used to measure annotation consistency among annotators and to give an indication to the
quality and amount of variability present in a dataset. It can also normalize for missing data and is
applicable on a variable number of coders. To measure agreement with the original dataset, we
compute the Pearson correlation (𝑟 ) of each demographic with the original labels from MOSEI.
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Correlation is reported for the combined modality only as the original dataset does not provide
per-modality annotations. Results are reported in Table 3
The overall krippendorf agreement of our data is .48 which is good for a publicly annotated

dataset, especially given the diverse population which provided annotation. Additionally, this is
comparable to the .51 reported in [41]. While works such as [59] report higher agreement scores,
these annotation efforts typically require a post-annotation discussion phase to find score consen-
sus. It is challenging for crowd-sourced annotated data to do this and thus explains much of this
difference. Some works such as [61] have studied how to effectively incorporate a deliberation
process into the crowd-sourced annotation process. However, when creating larger datasets, in-
corporating deliberations have thus far not been used extensively. Potential for future work such
as using advanced semi-supervised models on small strongly annotated datasets that incorporate
deliberations exist.
We measure the agreement score among sub populations to look for any large demographic

effects. No large differences in agreement were noticed in age, with the exception of the text
modality and all modalities being slightly lower for annotators over 30. This demonstrates that
within each age group, participants had similar opinions regarding the sentiment of a sample.
However when examining the correlation, participants over 40 provided annotations that were far
less correlated with the original labels. This trend is observed for non-white annotators, as well as
non-female annotators. In addition to using the seven-class annotations to compute agreement, we
also simplified the labels to be binary and computed the agreement. That is, all labels less than zero
are considered to be negative, and all labels greater than zero are considered to be positive. We
found that the agreement scores follows a similar trend of higher agreement in over-represented
groups and lower agreement in under-represented groups.
These results demonstrate that certain demographic groups might agree on labels more than

others. To improve this, some demographic groups may benefit from additional training due to task
familiarity. Additional demographic factors such as differences in emotion interpretation due to age,
gender, and culture might also be influencing the results. Furthermore, we see that the same groups
that have lower agreement (older than 40, non-white, and non-female) also had lower correlation
scores with the original annotations. These demographic groups are also less represented among
crowdworkers. This is further evidence that the demographics has a strong influence on ground
truth labels.

5.5 Best/Worst case analysis by demographic
We further quantify the effect of shifting demographics on trained model performance. We experi-
mented with the best possible (and worst possible) demographic distributions with respect to the
MOSEI dataset. In other words, what is the population distribution that gives us video labels as
close (or as far) as possible to MOSEI? This is relevant because MOSEI and many other sentiment
prediction datasets [81] are often taken as ground truth in various works, even though annotator
demographics are typically unaccounted for. We wanted to understand the possible swing in scores
that could occur with an arbitrarily good (or bad) population distribution.

5.5.1 Sampling procedure. To perform this experiment, we first divide the population of annotators
into a series of age bins from 18-20, 20-25, ..., 45-50, > 50. We further breakdown the annotators into
female or non-female bins. This gives us 16 bins to optimize. Given each bin, we then adjust the
weights of the female and non-female annotators to match the desired target gender distribution
within that age demographic. The “ground truth” labels for each video sample can then be computed
using a weighted averaging of the demographic category based on the mean ratings within each
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Model Acc2 F1 MAE 𝑟

MulT 0.778 0.779 0.724 0.617
MAG-Bert 0.756 0.752 0.698 0.679
MAG-XLNet 0.766 0.760 0.733 0.683
Human 0.818 0.711 0.661 0.748

(a) Most similar sampling performance metrics.

Model Acc2 F1 MAE 𝑟

MulT 0.729 0.734 0.905 0.506
MAG-Bert 0.715 0.714 0.879 0.551
MAG-XLNet 0.729 0.726 0.909 0.556
Human 0.785 0.685 0.845 0.618

(b) Least similar sampling performance metrics.

Model Acc2 F1 MAE 𝑟

MulT 0.770 0.771 0.708 0.623
MAG-Bert 0.756 0.752 0.678 0.690
MAG-XLNet 0.754 0.748 0.727 0.689
Human 0.806 0.703 0.644 0.752

(c) US population distribution sampling.

Model Acc2 F1 MAE 𝑟

MulT 0.791 0.795 0.599 0.625
MAG-Bert 0.811 0.811 0.584 0.695
MAG-XLNet 0.861 0.860 0.551 0.746
Human 1.000 1.000 0.000 1.000

(d) Comparison with original dataset

Table 4. Performance metrics when measured against different demographic distributions of our annotations.
We see some recent models have reduced performance metrics when measured against different sampling
techniques. Binary accuracy measured according to [66]. The human model is the original human (MOSEI)
annotations compared against our new annotations. The difference w.r.t. original dataset is minimal due to
the difference in population and training effect differences. Demographics has a much larger effect on learned
models. The difference in performance provides demographic bounds on algorithmic performance. Notice
the large difference in accuracy for the same model for most similar and least similar sampling (bold). This
indicates that demographic differences of annotators can account for more than 4.5 percent difference in
performance.

demographic category:

𝑣𝑖=
Σ 𝑗𝑤 𝑗𝑙𝑖

Σ 𝑗𝑤 𝑗

, (1)

where 𝑣 is the determined ground truth label using the simulated distribution, 𝑤 𝑗 is the weight
for the 𝑗-th group of annotators for the video, 𝑙𝑖 𝑗 is their label. Weights are optimized via gradient
descent using theMAE of our predictions 𝑣𝑖 against the original MOSEI labels as loss. Bymaximizing
the MAE with respect to MOSEI, we can obtain the worst case demographic population. We found
that the best or worst case population demographics did not change between multiple optimization
runs. We restrict the minimum demographic to being 1% of the overall population. For the US
population data, we base the demographic weights on census data. We then compare the ratings of
this hypothetical population of annotators.

5.5.2 Models. Three recent state of the art techniques for multimodal sentiment classification are
used for evaluation:
MulT [66] is an extension of the transformer architecture to enable multimodal inputs. It

incorporates elements of early feature fusion by mixed-attention of modalities and then using late
fusion to combine predictions across modalities. We used the unaligned model for evaluation.

MAG-Bert [55] Enables the fusion of modalities and the use of pretrained embeddings by exploit-
ing modality gating mechanism inspired by [70] and incorporating into a transformer architecture.
State-of-the-art benchmarks were reported on multiple datasets using BERT embeddings. [16]

Proc. ACM Hum.-Comput. Interact., Vol. 6, No. CSCW2, Article 519. Publication date: November 2022.



Impact of Annotator Demographics on Sentiment Dataset Labeling 519:15

MAG-XLNet Utilizes the same fusion technique however uses an XLNet [80] backbone which
is improvement on Bert that exploits autoregressive training, relative positioning, and segment
recurrence from Transfomer-XL[13] for improved modeling.
Each algorithm is trained on the original dataset using publicly available code. The algorithm

results are then measured against the ratings scores for a particular population distribution derived
from the optimization procedure. We report the binary accuracy, F1 score, mean average error
and pearson correlation. For binary accuracy, this value is reported as the accuracy of positive
or negative sentiment only. F1 is a harmonic mean of precision recall for positive and negative
sentiment. MAE and correlation is a measure obtained from the means for a specific sample and
the predicted mean rating. Note also that since our annotations are for the test set, we run for only
a single trial as opposed to cross-validation. This methodology is the same as existing standards.

5.5.3 Classification results. We present the results in Table 4. As can be seen, there is a large spread
in performance among different population distributions. A drop in performance is expected as the
existingworks do not optimize for our test condition. Themost similar sampling to original labels did
not improve results significantly, as expected, potentially due to crowd-working demographics being
similar. Examining the US population shows that there is a drop, indicating that the demographic
differences are having an effect of about 1%, when compared against a "crowdworker" demographic.

However, what is surprising is the potential effect from a demographic that is the least similar to
the original annotations. While we see an approximately 3.3% drop in binary accuracy between least
and most similar for when compared to the original dataset, algorithmic performance decreased
muchmore. Algorithm performance decreased up to 4.9%. This difference suggests that the algorithm
is over-fitting to properties in the original dataset, and that these properties can be observed when
adjusting for demographics. From an HCI perspective, the effect of this would suggest that AI
systems for sentiment prediction works well for some people (e.g., younger, white, and female) and
not others (e.g., older, non-white, and non-female).
Furthermore, when measured against the original annotations (Table 4(d)), the new models

MAG-Bert and MAG-XLNet outperform the older technique (MulT). However, when the population
is changed, we see that newer techniques perform much worse than older techniques. This suggests
that the newer models are matching patterns and properties in the original dataset that can be
quantified via annotator demographics.
In summary, we see that by sampling for different demographics we can place a bound on the

expected behavior due to variations in annotator demographics. From our experiments, this effect
is almost 5% for binary accuracy and affects models differently. This is quite significant as we are
simply evaluating based on positive and negative expressed sentiment and not at a fine grained
level. For more recent models (MAG-XLNET and MAG-Bert) the performance drops more than the
older technique (MulT). As models have become more capable of capturing dataset nuances, these
effects appear to become more amplified based on this experiment. This points to the importance
for more rigorous evaluation measures that include annotator demographic information. This is
particularly important for annotations that have high degrees of subjectivity.

6 DISCUSSION
We discuss the impact of annotator demographics on dataset biases and model efficacy, current
limitations of our work, and recommendations for the research field.
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Model Acc2 F1 MAE 𝑟

MulT 0.756 0.759 0.746 0.604
MAG-Bert 0.746 0.742 0.714 0.666
MAG-XLNet 0.754 0.752 0.755 0.664
Human 0.808 0.712 0.673 0.733

(a) Comparison to younger annotators (<30).

Model Acc2 F1 MAE 𝑟

MulT 0.772 0.771 0.785 0.591
MAG-Bert 0.748 0.741 0.810 0.643
MAG-XLNet 0.756 0.747 0.763 0.651
Human 0.792 0.707 0.749 0.691

(b) Comparison to older annotators (≥ 30)

Model Acc2 F1 MAE 𝑟

MulT 0.768 0.771 0.737 0.616
MAG-Bert 0.746 0.742 0.705 0.681
MAG-XLNet 0.754 0.751 0.753 0.674
Human 0.816 0.711 0.652 0.755

(c) Comparison to female annotators.

Model Acc2 F1 MAE 𝑟

MulT 0.732 0.736 0.882 0.533
MAG-Bert 0.742 0.740 0.833 0.605
MAG-XLNet 0.726 0.721 0.868 0.609
Human 0.760 0.693 0.833 0.621

(d) Comparison to non-female annotators.

Model Acc2 F1 MAE 𝑟

MulT 0.766 0.766 0.750 0.606
MAG-Bert 0.752 0.747 0.704 0.678
MAG-XLNet 0.752 0.749 0.759 0.670
Human 0.798 0.704 0.678 0.738

(e) Comparison to white annotators.

Model Acc2 F1 MAE 𝑟

MulT 0.762 0.764 0.809 0.567
MAG-Bert 0.756 0.753 0.789 0.616
MAG-XLNet 0.748 0.746 0.821 0.628
Human 0.774 0.698 0.761 0.680

(f) Comparison to non-white annotators.

Table 5. Performance metrics when measured against different demographic distributions of our annotations.
We compare against specific demographics to observe differences for certain user groups. Assuming that
users of a certain demographic prefer annotations from the same demographic, we can see a difference in
performance for different user groups. Tables on left (a, c, e) present results that represents the majority of
crowdworker demographics.We can see our scores from demographics whichmatch themajority demographic
population far better than those that match the minority. Reduction in model performance is also pronounced
for female vs non-female annotators (c vs d). The trend of decrease betweenmajority vs minority demographics
is obvious via MAE and correlation.

6.1 Impact
In this work we produced a set of annotations large enough for machine learning evaluations that
contains detailed demographic information. We find that there can be a nearly 5% difference (77.8%-
72.9% in the case of MulT) in binary classification accuracy alone when adjusting demographics for
evaluating model behavior. This difference is likely exacerbated when when examining fine-grained
sentiment classification or for more controversial annotation tasks. For example, in applications
such as language toxicity classification, it has been observed that real world user experience and
reported algorithmic performance is vastly different [29]. Furthermore, as models are becoming
increasingly expressive and optimized with respect to original datasets (which clearly have their
own demographic biases), demographic differences may make the seeming improvements much
less pronounced and impressive. This can be observed in Table 4 where MulT, an older algorithm,
outperforms the newer algorithms MAG-Bert and MAG-XLNet when labels are given by annotators
which follow aUS population distribution.We further contextualize this expectation via hypothetical
user groups who use sentiment prediction algorithms and frameworks in Table 5. With no exception,
we see that demographics that correspond to the majority class correlate better with previous
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annotations. These results mean that any user who belongs to a minority demographic group
(with respect to the overall annotator demographics distribution) will perceive the sentiment rating
system to perform worse than those in the majority group. Given that there are quite different
biases in common machine learning corpora, namely biases towards white male populations, and
common crowdsourcing populations, namely biases towards young white female populations –
both uniquely problematic —, this situation is bound to occur fairly often.

Many techniques have tackled the issue of mismatch in real world versus experimental metrics
from different angles. We find that annotator biases quantified by demographics might be one
important source of the issue. This would suggest that existing datasets, while valuable and
necessary for the development of learning models, do not work well for a large portion of the
population in practice. However, as previous works have pointed out, biases can be removed by
increasing the number of annotators in diverse groups [32]. This suggest that one solution might
be to extend current datasets with additional annotations from less represented demographics.

6.2 Limitations
While we see the data and analysis as highly beneficial for the domain, there are limitations to the
answers that our work can provide. The data gathered was limited to a single country (US), and
more work is needed to understand the effect of a wider demographic on machine labeled data.
It may be for this reason that we did not see a significant effect for ethnicity, and culture across
regions could change (likely amplify) the significance of certain effects. Additional effort will need
to be made to examine the differences across cultures and the effects. Another demographic issue is
that while we obtained data for additional gender categories, we could not obtain sufficient amounts
of data to model gender as a non-binary demographic. For this reason, we resorted to analysis
using a proportion of women in the overall dataset. This allowed us to show that differences do
exist when accounting for gender and the degree of this effect. In our study, we compromised on
these demographic choices as including them would have drastically exacerbated the long-tailed
distribution of crowdworker demographics. The availability of annotators from certain demographic
groups was frequently very low.
Considerations regarding dataset type should also be made. The annotations are for a specific

kind of data – opinions and monologue videos. While it is an important problem, there is a lot more
to sentiment recognition research beyond just talking heads and opinions. The MOSEI dataset is
mostly comprised of video samples which is less controversial than topics such as hate speech
[2, 26, 40, 72]. While previous works have demonstrated that demographic imparts differences in
ratings for videos of differing content type, the degree of this effect does not appear to be quantified.
Furthermore, labeling content that is less subjective might also demonstrate different effects. For
example, in the case of determining dogs versus cats, demographic background likely play a smaller
role. We provide our rich annotations for future researchers to understand and correctly these
differences.

6.3 Recommendations
We echo existing calls for caution when using ML systems. We recommend that ML practitioners
should be cautious when implementing technologies that use sentiment prediction models and
that users should take great care in interpreting model predictions. This is particularly important
in high risk scenarios such as in clinical settings. We hope that current users and practitioners can
use our results to interpret ML predictions in a new light. In our experiments, we found that the
attributes of annotators imparted a significant difference on both the ground truth as well as the
model predictions. One potential approach which follows from this is to match the demographic
properties of the annotator with the users of the predictions of themodels. Or, more generally, we can
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try to match annotator distribution with user distribution to maintain performance of any system.
Because naturally, demographics do not explain all of the variability or distribution differences in
annotator properties. However, by restricting the user distribution, HCI researchers are greatly
restricting themselves in the experiments they can conduct and the designs they can create. As
models become more capable, data variability, such as those arising due to demographics, is more
readily captured by the model. Yet at the same time, without understanding what this variability is,
it can be difficult to both improve the model or interpret the results correctly. For example, suppose
we did not know that most dataset annotators are female, then we would be confused as to why a
sentiment prediction software works better for female than for non-female users. This highlights
an important need for increased collaboration between ML and HCI researchers to develop better
models and to build more representative datasets.
We recommend the collection and release of properly anonymized annotator demographic

information for subjective tasks such as sentiment or emotion labeling. This recommendation
was also voiced by previous work (e.g. [53]), showing significance on similar tasks. Our analysis
provides strong evidence that machine learning researchers in particular need to be mindful of
the demographic composition of human annotators. As added evidence for the importance of this,
we show that the effect on algorithms is larger than the expected effect when comparing different
human annotations. Release of our data will facilitate the development of improved algorithms for
predicting distributions of multimodal sentiment classification for different demographic groups.
This would lead to the improved experience of users which are in different demographic groups
than the majority of those who provided annotations.

We recommend the development of a richly annotated subset of data to help quantify variability
or annotation noise. In this work, we examined the effect of demographics andwe suspect that future
work will demonstrate other biases that occur on different dimensions. Annotating a subset of data
to quantify the degree of variability due to biases is sufficient for analysis and is also considerably
more cost-effective than duplication of entire datasets with additional demographic information.
The annotation effort for this work for 500 samples for all modalities cost approximately 3000 USD,
or approximately 750 USD per modality. We find this cost to be reasonable for any large scale
annotation effort. Understanding dataset biases in this manner can substantially benefit future
users from diverse groups, and the insights can likely be transferred to larger datasets.

Lastly, we recommend the balancing of demographic backgrounds of annotators during dataset
creation. In our experiments, we found that certain demographic effects were amplified potentially
due to the task being more appealing to certain populations. And one has to be mindful of the
danger of oversampling individual annotators in highly underrepresented demographic groups. We
took a less aggressive approach with regard to enforcing parity of underrepresented demographic
groups and saw a benefit to the overall representation. Such a method is easy to implement in
practice and can potentially be combined with methods such as [32]. While not perfect in that it
would not result in the ultimately desired (e.g. uniform) distribution, the improved representation
might increase the benefit to more groups of future users, and statistical methods, paired with the
insights from papers such as ours, can be used to approximate the desired distributions.

7 CONCLUSION
The goal of this work was to gain an understanding for the variability that subjectively annotated
datasets might contain. Towards this goal, we present a large scale dataset that captures annotator
demographics variability and contains annotations for multimodal data and its component modali-
ties. We demonstrate the importance for understanding annotator demographics. We show that
that demographic differences impute a significant effect on the ratings they provide and that these
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effects occur in all modalities. We verify these properties and show large algorithmic performance
variability when measured against different demographic groups.

As models become more complex and capable of modeling the details of human expression, more
thorough evaluations which can account for the biases in data should be conducted. As is the case
here, models and evaluations weigh the opinions of those who perform crowdwork versus those
who do not differently. This leaves the potential to bias evaluations and model selection to people
who are not part of the annotation process. We hope our data and results can be beneficial not
only for future researchers who wish to build more representative datasets, but for evaluation of
algorithms and understanding annotator behavior.
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