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Figure 1: (a) An instructor with a mobile augmented reality teaching setup demonstrating a 3D printer, (b) scalable streaming
of multi-camera annotations to students for interactive review via a web interface.

ABSTRACT
In this work, we present a system that adds augmented reality inter-
action and 3D-space utilization to educational videoconferencing
for a more engaging distance learning experience. We developed in-
frastructure and user interfaces that enable the use of an instructor’s
physical 3D space as a teaching stage, promote student interaction,
and take advantage of the flexibility of adding virtual content to the
physical world. The system is implemented using hand-held mobile
augmented reality to maximize device availability, scalability, and
ready deployment, elevating traditional video lectures to immersive
mixed reality experiences. We use multiple devices on the teacher’s
end to provide different simultaneous views of a teaching space
towards a better understanding of the 3D space.

CCS CONCEPTS
•Human-centered computing→Mixed / augmented reality;
Collab. interaction; • Applied computing → Distance learning.
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1 INTRODUCTION
The online education market with its hitherto unfulfilled promise to
democratize education through accessibility at scale[6] is expected
to grow by hundreds of billions of dollars during 2020-2024 [24].
Over the past year, the COVID-19 pandemic and resulting social
distancing restrictions have kept students and educators from learn-
ing and teaching in a traditional classroom setting. Video meetings
and pre-recorded lectures have served as the prevalent substitutes
but are not equivalent replacements for classroom learning which
has therefore led to exploration of other modes of remote instruc-
tion [20, 23, 26, 28].

Augmented reality (AR) provides an opportunity to increase
the sense of presence in a remote classroom, as it enables mix-
ing physical and virtual elements to create an interactive environ-
ment [8, 18, 22]. AR classrooms allow instructors to share their
(potentially mobile) physical teaching spaces with their students
[5, 7, 12, 14, 15] to create an educationally enhanced immersive 3D
environment [1–3], which is something that plain video conferenc-
ing does not easily provide. We focus on allowing video stream
viewers to gain context of and interact directly [9–11, 16, 17] with
the remote physical teaching space using AR.
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Figure 2: The student view of the 3D printer lesson. The in-
structor labels parts of the printer and simulates a print. The
right view provides context for the entire scene while the
mobile view on the left focuses on the specific component
being demonstrated by the instructor.

We present a system that leverages AR for remote virtual learn-
ing and works with familiar videoconferencing technology. Instruc-
tors can create and stream AR lectures from their 3D "teaching
stage" to their students, who can attend the lectures live via a web
browser. In our exploration of system capabilities and example
content for different lesson plans, we specifically saw value in the
utilization of multiple simultaneous AR views [13, 16, 21, 27] onto
the same 3D teaching stage. To illustrate a few potential objects,
behaviors and interaction techniques, we examine an example les-
son on 3D printing [4] to demonstrate the system capabilities, and
in particular the advantage of multiple simultaneous views for the
audience to better comprehend AR space [25].

Explaining Physical Equipment via Multiple Views: We re-create
part of a lecture from a computational fabrication class [4] focusing
on how to use a 3D printer. The instructor’s setup includes two
mobile devices, an Android tablet and phone, providing two dif-
ferent views of the same teaching space. The tablet sits directly in
front of the instructor at a lower level and can be picked up and
moved around to focus on specific parts of the printer. The phone
is mounted above the printer to give an overhead view of the scene.
Figure 2 shows a frame from the student view of the instructor’s
space and the 3D printer in the web application used during the
lesson.

An image target is placed on the printer, and a phantom virtual
printer model is attached to the image target and superimposed on
the physical printer. With this, both instructor and students can
interact with the printer virtually by triggering behaviors through
any augmented view. The audience can see the entire printer and
what the instructor focuses on simultaneously (see Fig. 2). Without
an overhead view, it may be difficult to understand the context of
what the instructor is presenting if the entire printer is not in frame.
However, with only an overhead view, it may not be clear what the
specific item the instructor is focusing on.

Student-instructor Interaction. In the 3D printer lesson, the in-
structor moves the tablet to focus on specific parts of the printer,
like the extruder, build plate, and control panel. The instructor an-
notates them with AR labels by tapping on the tablet screen. Some
labels will be out of the tablet’s view, while the overhead phone
provides an unbroken view of the entire printer with all the labels.

A student may ask about one of the printer’s limit switches by
clicking on it through their video stream. The student can precisely

point out the object in the scene instead of describing it through text
or voice call. The ability to directly interact with the mixed-reality
space can give them a greater sense of presence in the lecture and
mimic, to an extent, the experience of being in a physical classroom.

The instructor can explain the 3D printing process by playing
an animation of an object being printed. Physically printing an
object would not be practical given the time requirements. This
showcases the flexibility of virtual mixed-reality content, as the
lesson is not confined to physical constraints while maintaining a
sense of immersion.

2 SYSTEM DESIGN AND IMPLEMENTATION
Our system allows instructors to turn their physical space into
an engaging and interactive virtual classroom using AR. It con-
sists of the instructor’s AR mobile application, the students’ web
application, and a database for networking and synchronization
purposes.

The AR application allows the instructor to use their mobile
devices as video see-through displays to view and add virtual con-
tent to their physical space. The application is built using Unity for
ARCore capable Android devices using Unity’s AR Foundation with
ARCore Image Targets. Using more than one device in the same
space (including, e.g., a top-down overview, an instructor-facing
webcam, and an instructor-held phone- or tablet-based AR magic
lens) can provide a better understanding of the 3D space for the
students viewing it on their 2D screens. This setup can be used for
effectively teaching specific types of content that can benefit from
the added spatial component.

Students view and interact with the instructor’s augmented video
stream live using the web application, built with Agora’s Video
Call SDK. A student can interact with the virtual content in the
video stream by clicking on anything they have a question about;
providing a way to ask questions about a specific part of an ob-
ject, provide feedback, or other use cases. This triggers behaviors
within the mixed-reality space. Managing remote interaction from
students and networking between multiple instructor applications
is implemented using Google’s Firebase Realtime Database.

3 CONCLUSION
We implemented a system that leverages AR to extend standard
video-based communication by adding 3D physical space to it for
educational purposes. Our system introduces new ways for in-
structors and students to interact and engage with virtual lectures.
Providing multiple simultaneous views of the teaching space pro-
vides remote users an understanding of the streamed 3D teaching
space. Unlike other, more hardware-reliant technology, our mo-
bile setup can scale readily to massive open online courses. Future
work includes in-situ lesson planning and authoring tools, the ad-
ditional modes of interaction, and evaluation studies that compare
student learning outcomes against traditional videoconferencing,
and perhaps immersive VR.

REFERENCES
[1] John Akers, Joelle Zimmermann, Laura Trutoiu, Brian Schowengerdt, and Ira

Kemelmacher-Shlizerman. 2020. Mixed reality spatial computing in a remote
learning classroom. In Symposium on Spatial User Interaction. 1–3.



Multi-View AR Streams for Interactive 3D Remote Teaching VRST ’21, December 8–10, 2021, Osaka, Japan

[2] Rula Al-Azawi et al. 2018. Embedding augmented and virtual reality in educa-
tional learning method: Present and future. In 2018 9th International Conference
on Information and Communication Systems (ICICS). IEEE, 218–222.

[3] Sylvie Barma, Sylvie Daniel, Nathalie Bacon, Marie-Andrée Gingras, and Mathieu
Fortin. 2015. Observation and analysis of a classroom teaching and learning
practice based on augmented reality and serious games on mobile platforms.
International Journal of Serious Games 2, 2 (2015).

[4] Gabrielle Benabdallah, Sam Bourgault, Nadya Peek, and Jennifer Jacobs. 2021.
Remote Learners, Home Makers: How Digital Fabrication Was Taught Online
During a Pandemic. In Proceedings of the 2021 CHI Conference on Human Factors
in Computing Systems. 1–14.

[5] Mark Billinghurst and Andreas Duenser. 2012. Augmented reality in the class-
room. Computer 45, 7 (2012), 56–63.

[6] Todd JB Blayone,Wendy Barber, Maurice DiGiuseppe, Elizabeth Childs, et al. 2017.
Democratizing digital learning: theorizing the fully online learning community
model. International Journal of Educational Technology in Higher Education 14, 1
(2017), 1–16.

[7] Peng Chen, Xiaolin Liu, Wei Cheng, and Ronghuai Huang. 2017. A review of
using Augmented Reality in Education from 2011 to 2016. Innovations in smart
learning (2017), 13–18.

[8] Matt Dunleavy, Chris Dede, and Rebecca Mitchell. 2009. Affordances and limita-
tions of immersive participatory augmented reality simulations for teaching and
learning. Journal of science Education and Technology 18, 1 (2009), 7–22.

[9] Susan R Fussell, Leslie D Setlock, Jie Yang, Jiazhi Ou, Elizabeth Mauer, and
Adam DI Kramer. 2004. Gestures over video streams to support remote collabo-
ration on physical tasks. Human-Computer Interaction 19, 3 (2004), 273–309.

[10] Steffen Gauglitz, Cha Lee, Matthew Turk, and Tobias Höllerer. 2012. Integrating
the physical environment into mobile remote collaboration. In Proceedings of the
14th international conference on Human-computer interaction with mobile devices
and services. 241–250.

[11] Steffen Gauglitz, Benjamin Nuernberger, Matthew Turk, and Tobias Höllerer.
2014. World-stabilized annotations and virtual scene navigation for remote
collaboration. In Proceedings of the 27th annual ACM symposium on User interface
software and technology. 449–459.

[12] Fabrício Herpich, Felipe Becker Nunes, Giani Petri, Liane Margarida Rockenbach
Tarouco, et al. 2019. How Mobile Augmented Reality Is Applied in Education? A
Systematic Literature Review. Creative Education 10, 07 (2019), 1589.

[13] Aaron Hitchcock and Kelvin Sung. 2018. Multi-view augmented reality with a
drone. In Proceedings of the 24th ACM Symposium on Virtual Reality Software and
Technology. 1–2.

[14] Kuo-Ting Huang, Christopher Ball, Jessica Francis, Rabindra Ratan, Josephine
Boumis, and Joseph Fordham. 2019. Augmented versus virtual reality in educa-
tion: an exploratory study examining science knowledge retention when using
augmented reality/virtual reality mobile applications. Cyberpsychology, Behavior,

and Social Networking 22, 2 (2019), 105–110.
[15] María-Blanca Ibáñez and Carlos Delgado-Kloos. 2018. Augmented reality for

STEM learning: A systematic review. Computers & Education 123 (2018), 109–123.
[16] Seungwon Kim, Mark Billinghurst, and Gun Lee. 2018. The effect of collaboration

styles and view independence on video-mediated remote collaboration. Computer
Supported Cooperative Work (CSCW) 27, 3 (2018), 569–607.

[17] Seungwon Kim, Gun Lee, Nobuchika Sakata, and Mark Billinghurst. 2014. Im-
proving co-presence with augmented visual communication cues for sharing
experience through video conference. In 2014 IEEE International Symposium on
Mixed and Augmented Reality (ISMAR). IEEE, 83–92.

[18] Scott R Klemmer, Björn Hartmann, and Leila Takayama. 2006. How bodies
matter: five themes for interaction design. In Proceedings of the 6th conference on
Designing Interactive systems. 140–149.

[19] Jorge Martín-Gutiérrez, Peña Fabiani, Wanda Benesova, María Dolores Meneses,
and Carlos E Mora. 2015. Augmented reality to promote collaborative and
autonomous learning in higher education. Computers in human behavior 51
(2015), 752–761.

[20] Microsoft Mesh 2021. Microsoft Mesh – Here can be Anywhere.
https://www.microsoft.com/en-us/mesh, accessed July 1, 2021.

[21] Joan Sol Roo and Martin Hachet. 2017. One reality: Augmenting how the phys-
ical world is experienced by combining multiple mixed reality modalities. In
Proceedings of the 30th Annual ACM Symposium on User Interface Software and
Technology. 787–795.

[22] Dieter Schmalstieg, Anton Fuhrmann, Gerd Hesina, Zsolt Szalavári, L Miguel
Encarnaçao, Michael Gervautz, and Werner Purgathofer. 2002. The Studierstube
augmented reality project. Presence: Teleoperators & Virtual Environments 11, 1
(2002), 33–54.

[23] Spatial 2021. Spatial, virtual spaces that bring us together. https://spatial.io/,
accessed July 1, 2021.

[24] technavio 2020. Technavio Global Online Education Market Outlook.
https://www.businesswire.com/news/home /20201103005255/en/, accessed July
1, 2021.

[25] Marcus Tönnis, David A Plecher, and Gudrun Klinker. 2013. Representing
information–Classifying the Augmented Reality presentation space. Computers
& Graphics 37, 8 (2013), 997–1011.

[26] Tuul Triyason, Anuchart Tassanaviboon, and Prasert Kanthamanon. 2020. Hybrid
Classroom: Designing for the New Normal after COVID-19 Pandemic. In Proceed-
ings of the 11th International Conference on Advances in Information Technology.
1–8.

[27] Eduardo Veas, Raphael Grasset, Ernst Kruijff, and Dieter Schmalstieg. 2012. Ex-
tended overview techniques for outdoor augmented reality. IEEE transactions on
visualization and computer graphics 18, 4 (2012), 565–572.

[28] Vuforia Chalk 2021. Vuforia Chalk: Remote Assistance Powered by Augmented
Reality. https://www.ptc.com/en/products/vuforia/vuforia-chalk, accessed July
1, 2021.


	Abstract
	1 Introduction
	2 System Design and Implementation
	3 Conclusion
	References

