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Abstract

We consider the problem of uniform generation of random integers in the range $[1,n]$ given only a binary source of randomness. Standard models of randomized algorithms (e.g. probabilistic Turing machines) assume the availability of a random binary source that can generate independent random bits in unit time with uniform probability. This makes the task trivial if $n$ is a power of 2. However, exact uniform generation algorithms with bounded run time do not exist if $n$ is not a power of 2.

We analyze several almost-uniform generation algorithms and discuss the tradeoff between the distance of the generated distribution from the uniform distribution, and the number of operations required per random number generated. In particular, we present a new algorithm which is based on a circulant, symmetric, rapidly mixing Markov chain. For a given positive integer $N$, the algorithm produces an integer $i$ in the range $[1,n]$ with probability $p_i = p_i(N)$ using $O(N \log n)$ bit operations such that $|p_i - 1/n| < c \beta^N$, for some constant $c$, where

$$\beta = \frac{2^*}{\pi} \left( \sqrt{2\sqrt{2} - \sqrt{5} - \sqrt{3}} \right) \approx 0.4087.$$ 

This rate of convergence is superior to the estimates obtainable by commonly used methods of bounding the mixing rate of Markov chains such as conductance, direct canonical paths, and couplings.

Keywords. Random number generation, uniform distribution, Markov chain, rapid mixing, eigenvalue, circulant matrix.

1 Introduction

We consider the generation of almost-uniform random integers in the range $[1,n]$, taking into account the required time, space, and number of random bits. The basic assumption is that independent random bits can be generated in unit time. If $n$ is an exact power of 2, say $n = 2^m$, then the generation of a uniformly distributed random integer in the range $[1,n]$ is easily accomplished in time $O(m) = O(\log n)$ by generating $m$ consecutive random bits. However, if $n$ is not a power of 2, no algorithm with bounded running time can generate numbers in $[1,n]$ from the exact uniform distribution (see below).

The task of generating uniformly distributed random elements of a set whose size is not an exact power of two arises frequently in the study of randomized algorithms and is usually treated as a primitive operation. This is in part justified by the fact that simple and efficient almost-uniform generation algorithms are known. However, it appears that the exact costs and trade-offs between accuracy and required resources of these algorithms have not been analyzed in detail. One of our aims is to explore which options exist and to compare their costs. We present two new algorithms - one
Sinclair [18] considers the problem on an abstract level, and shows polynomial time equivalence between almost uniform generation on probabilistic Turing machines and on a different machine model which allows biased coin flips.

One important class of applications which requires uniform generators for sets of arbitrary size is the simulation of heat bath Markov chains (cf. [6] for a precise definition). In practice, the size of the sets can be extremely large [15]. Heat bath Markov chains are one of the standard tools in computational physics, and are used frequently in high-precision numerical simulations. It is easy to show that a bias in the distribution of the generator translates directly into a similar bias in the output distribution of the Markov chain.

We present a new algorithm which is based on the simulation of a rapidly-mixing circulant Markov chain. Its analysis gives a direct bound on the second-largest eigenvalue of the transition matrix of the Markov chain and is of interest in its own right. In particular, we observe that the commonly used methods of bounding the mixing rate of Markov chains (conductance [18], direct canonical paths [17], couplings [3]), yield weaker bounds than the one obtained here. Direct bounds on the second-largest eigenvalue of transition matrices have been obtained previously, mostly based on algebraic properties of the underlying domain (e.g. [4]). However, the structure of our Markov chain, as well as the technique used to bound its mixing rate seem different from previous results.

The probabilistic Turing machine (PTM) is the most commonly used machine model in the study of randomized algorithms [14, 18]. It is a standard Turing machine equipped with the ability to generate (or access) random bits in unit time. A PTM is deterministic, except for special coin-tossing states in which there are exactly two possible transitions, determined by the flip of an unbiased coin.

**Proposition 1** Given $n \in \mathbb{N}$ which is not a power of 2, let $A_n$ be a randomized algorithm which outputs numbers in $[1, n]$ and whose running time is bounded by $t_n \in \mathbb{N}$. Let $r_n \leq t_n$ be an upper bound on the number of random bits used by $A_n$. Let $p_i$ be the probability that $A_n$ outputs $i \in [1, n]$. There exists $i \in [1, n]$ such that

$$|p_i - 1/n| \geq 2^{-(r_n + 1)}.$$  

We omit the proof due to space constraints. Intuitively, $A_n$ has to place $2^{r_n}$ balls (elementary events) into $n$ bins. If $n$ is not a power of 2, some bins have to receive at least one ball more than others. The situation is slightly different for Las Vegas type algorithms whose run time is not bounded. In the simplest case, the algorithm can use $r_n$ random bits, assign an equal number of elementary events to each number in $[1, n]$, and decide to use more random bits or, simply, not terminate with the remaining probability. We will concentrate on algorithms whose running time is bounded, and refer to Las Vegas type algorithms only where appropriate.

Since producing the exact uniform distribution on $[1, n]$ is not possible, we try to generate integers in $[1, n]$ with an almost-uniform distribution. We use the well-known relative pointwise distance r.p.d. (e.g. [18]) to measure the closeness of the output distribution and the uniform distribution: The r.p.d. between two probability distributions $p, q$ on a finite set $X$ ($q_i > 0$ for all $i \in X$) is defined as

$$\Delta(p, q) = \max_{i \in X} \frac{|p_i - q_i|}{q_i}$$

In the following, $q$ will always be the uniform distribution, and we write $\Delta(p)$ instead of $\Delta(p, q)$ to denote the r.p.d. of $p$ from the uniform distribution. Thus $\Delta(p) = \max_{i \in X} |np_i - 1|$.

The rest of this paper is organized as follows: In Section 2, we describe the Markov chain algorithm. Our main result on the bound of the mixing rate of the Markov chain is stated in this section. Section 3 analyzes the resource requirements of three alternative algorithms. An outline of the proof of our main theorem is given in Section 4. Remarks and conclusions are given in Section 5.
In this section, we describe an algorithm based on the simulation of a rapidly mixing Markov chain. In $O(N \log n)$ time, this algorithm produces a random integer $i$ in the range $[1,n]$ with distribution $p$ such that
\[
\Delta(p) \leq n \beta^N, \quad \text{where} \quad \beta = \frac{2^\frac{1}{\pi}}{\sqrt{2\sqrt{2 - \frac{\sqrt{5} - \sqrt{5}}}} } \approx 0.4087.
\]
(1)
The bound $\beta \approx 0.4087$ deserves attention in two respects. Firstly, known algorithms reduce the r.p.d. only by a factor of 0.5 in each step. Similarly, standard methods for bounding the mixing rate of a Markov chain yield bounds which are worse than 0.5. These issues will be addressed below.

We define an $n \times n$ transition matrix $P = (p_{ij})$ such that the corresponding Markov chain $M$ on state space $\{1, 2, \ldots, n\}$ has the following properties: 1) $M$ is ergodic with stationary distribution $\pi = (\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n})$; 2) $M$ is rapidly mixing, i.e. the $N$-step transition matrix $P^N$ converges quickly to the limiting probabilities; 3) $M$ can be simulated efficiently. That is, the time to simulate one transition step is $O(\log n)$. The preprocessing time, and space requirements for $M$ are also $O(\log n)$.

Given such $P$, the algorithm (referred to as Algorithm I) simulates $N$ steps of $M$. The first condition guarantees that $M$ converges to the uniform distribution, and the second condition ensures that a small number $N$ of simulation steps is sufficient. The third condition ensures that each simulation step can be executed efficiently.

An $n \times n$ circulant matrix $C = C(a_1, a_2, \ldots, a_n)$ is a matrix of the form
\[
\begin{bmatrix}
  a_1 & a_2 & \cdots & a_n \\
  a_n & a_1 & \cdots & a_{n-1} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_2 & a_3 & \cdots & a_1
\end{bmatrix}
\]
where each row is a single right circular shift of the row above it [8].

Assume that $n$ is not a power of 2, and let $m = [\log n]$. Then $\frac{n}{2} < 2^m < n$, and $n$ can be written in the form $n = 2^m + p$ with $0 < p < 2^m$. Consider symmetric, circulant $n \times n$ 0-1 matrices $C = C(0, a_2, a_3, \ldots, a_n)$ where exactly $2^m$ of the entries $a_2, a_3, \ldots, a_n$ are equal to 1. Since we are forcing $C$ to be symmetric, this imposes the condition $a_k = a_{n+2-k}$ for $k = 2, 3, \ldots, n$. For example, for $n = 7$, we have $m = 2$ and $p = 3$. In this case there are three such matrices: $C(0,1,1,0,0,1,1)$, $C(0,1,0,1,1,0,1)$, and $C(0,0,1,1,1,0,0)$. Each such matrix $C$ defines an irreducible, aperiodic (i.e. ergodic) Markov chain $M$ on $n$ states $\{1, 2, \ldots, n\}$ whose transition matrix is $P = \frac{1}{2^m} C$. The symmetry of $C$ guarantees that the stationary distribution of the corresponding Markov chain $M$ is the uniform distribution on $\{1, 2, \ldots, n\}$. Note that the eigenvalues of $P$ and $C$ are related by a constant factor $2^m$. Let $\lambda_1$ denote the second largest eigenvalue of $C$. It is well-known that the mixing rate of $M$ can be bounded by $\lambda_1 = 2^{-m} \lambda_1$. The following inequality for the r.p.d. follows from [18, 7, 13]:
\[
\Delta(p(N)) \leq n \lambda_1^N,
\]
where $p(N)$ is the distribution on the states of $M$ after $N$ simulation steps. We consider the problem of picking the nonzero $a_k$’s so that $\lambda_1$ is minimized:

**Theorem 1** Suppose $n = 2^m + p$ with $0 < p < 2^m$. There exists a symmetric, circulant $n \times n$ 0-1 matrix $C^s = C(0, a_2, a_3, \ldots, a_n)$ with $2^m$ nonzero entries in its first row such that
\[
2^{-m} \lambda_1 \leq \frac{2^\frac{1}{\pi}}{\sqrt{2\sqrt{2 - \frac{\sqrt{5} - \sqrt{5}}}} } \approx 0.4087.
\]
Furthermore, the first row of $C^s$ contains at most two symmetrically placed blocks of 1’s starting at column $\bar{s} = \lfloor \frac{p}{2} \rfloor + 1$. 
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An outline of the proof is given in Section 4. We take $M = M^n$ to be the Markov chain on \{1, 2, \ldots, n\} whose transition matrix is $P = P^n = \frac{1}{2^m} C^n$. The structure of $C^n$ is such that $p_{ij} = \frac{1}{2^m}$ if and only if

$$ j \in \{ \bar{s} + k \mid k = 0, 1, \ldots, 2^{m-1} - 1 \} \cup \{ n + 2 - (\bar{s} + k) \mid k = 0, 1, \ldots, 2^{m-1} - 1 \}.$$ (3)

Since $P$ is circulant, $p_{ij} = \frac{1}{2^m}$ if and only if $j$ is in a translate modulo $n$ of the set of indices in (3). Thus to move from a state $i$ of $M$ to state $j$, we only need to generate a random binary number $r$ in the range $[0, 2^m - 1]$. We then use the high order bit to select the translate of one of the two sets of consecutive indices in (3). After this, the new state $j$ is simply the $(r + 1)$-st smallest index in the subset chosen. More formally, we describe the steps of this algorithm as Algorithm I. Let \textsc{Random}[0, 2^m - 1] denote a procedure which returns a random integer $r$ in the range $[0, 2^m - 1]$ or, equivalently, $m$ consecutive random bits provided by our machine model (PTM).

\textbf{Algorithm I :}

\textbf{Input:} $n, N$  
\textbf{Output:} $i \in [1, n]$  
\begin{verbatim}
\begin{algorithm}
m := \floor{\log n}; \quad \bar{s} := \floor{\frac{n-2^{m-1}}{n}} + 1;
\quad \text{cur\_state} := 1;
\quad \text{for } j := 1 \text{ to } N \text{ do begin}
\quad \quad i := \text{Random}[0, 2^m - 1] \text{;}
\quad \quad \text{if } i \in [0, 2^{m-1}] \text{ then cur\_state} := 1 + \floor{(\text{cur\_state} - 1 + \bar{s} + i) \mod n} \text{;}
\quad \quad \text{else } cur\_state := 1 + \floor{(cur\_state - 1 + (n + 2 - (\bar{s} + i - 2^{m-1})) \mod n) \text{;}
\quad \quad \text{return}(i);\end{algorithm}
\end{verbatim}

The number of operations required to take one step on the Markov chain $M$ is $O(m) = O(\log n)$. Thus, the total running time of Algorithm I is $O(N \log n)$. By (2) and Theorem 1, after starting from an arbitrary initial state and simulating $N$ steps of $M$, the probability of being in some particular state $j$ does not differ from $1/n$ by more than a constant multiple (w.r.t. $N$) of $\beta^N$, where $\beta$ is as given in (1).

\section{2.1 Other methods of bounding the mixing rate}

We note that the bound of $\lambda_1 \leq 0.4087$ is obtained by a rather detailed analysis (cf. Section 4), taking special properties of circulant matrices into account. The well-known general methods for estimating mixing rates, while being useful general purpose tools, appear to be too coarse-grained to yield a similar bound. We outline this in the following paragraphs. Details are omitted due to space restrictions.

The conductance $\Phi$ [18] which measures the expansion of the transition graph is often used to bound the second largest eigenvalue of the transition matrix via the inequality $\lambda_1 \leq 1 - \Phi^2/2$. Since, by definition, $\Phi \leq 1$, this method cannot yield a better bound than $0.5 > 0.4087$. A closer analysis for the particular case considered here shows that the conductance is significantly smaller than 1, and consequently the bound obtained in this fashion is actually much larger than 0.5.

The method of [17, 9] which bounds the second largest eigenvalue directly by a direct canonical paths argument (as opposed to going via the conductance) usually leads to tighter bounds than
conduction-based methods. We can show by means of a counting argument that this approach does not yield a better bound than $\lambda_1 \approx 0.7$.

The coupling method tries to bound the mixing rate by a direct probabilistic argument and without bounding the eigenvalues. The use of the coupling method is based on [3], which bounds the mixing rate by $e^{-1/(2T)}$, where $T$ is called the coupling time. Basic but tedious steps show that $T > 2$, resulting in a mixing rate of at least $0.912 \gg 0.4087$.

3 Alternative Algorithms

In this section we analyze three alternate algorithms for the generation problem. Algorithm II and IV are straightforward modular algorithms. Algorithm III is a new algorithm and based on the reduction from almost-uniform generation to approximate counting [12].

Algorithm II: This algorithm is described in [10]: Generate a random sequence of $m = \lfloor \log n \rfloor$ bits. If the sequence is the binary representation of an integer $i_1$ in the range $[0, n - 1]$, then return $i := i_1 + 1$. If not, generate another $m$-bit random number $i_2$ using the same process. If after $N$ such trials, none of the integers $i_1, i_2, \ldots, i_N$ turns out to be in $[1, n]$, then return $i := i_N - 2^{m-1}$. A more formal description of this algorithm is given as Algorithm II.

Algorithm II:

Input: $n, N$
Output: $i \in [1, n]$
$m := \lfloor \log n \rfloor$;
for $j := 1$ to $N$

$i := \text{RANDOM}[0, 2^m - 1] + 1$ ;
if $i \in [1, n]$ then return $i$ and exit;
return $i - 2^{m-1}$ ;

Proposition 2 Let $p_{II}(N)$ denote the output distribution of Alg. II. Then $\Delta(p_{II}(N)) \leq 2^{-N}$.

Proof Omitted due to space limitations.

Algorithm II can be run in Las Vegas mode by dropping the upper limit of $N$ loop iterations. In this case, the expected running time $E(n)$ is

$$E(n) = \sum_{k=1}^{\infty} km \cdot \frac{n}{2^m} \cdot \left( \frac{r}{2^m} \right)^{k-1} \leq m \cdot \frac{r}{(1 - \frac{r}{2^m})^2} \leq \frac{m}{(1 - \frac{1}{2})^2} \leq 8 \log n ,$$

where $r = 2^m - n$. Thus the expected running time of Algorithm II is no worse than $8 \log n$, independently of the parameter $N$. Using Chernoff bounds, it is easy to show that the running time is unlikely to exceed its expectation significantly.

Algorithm III: There is a close relation between almost-uniform generation problems and the corresponding approximate counting problems (computing the number of elements in the set) [12]. In our case, the solution to the counting problem is simply $n$, and the solutions of relevant subproblems are easily derived. This makes it possible to design a generation algorithm based on the well-known reduction from almost-uniform generation to approximate counting of [12].

Given a bitstring $s$, let $\text{solns}(s) = \{x \in [0, n - 1] : \exists v : sv = x\}$ be the number of elements of $[0, n - 1]$ whose binary representation begins with $s$. These solutions of counting subproblems are
easily computed. The algorithm generates a random element of $[0, n - 1]$ one bit at a time, starting with the most significant bit. At the start of the $k$-th round, the $k - 1$ most significant bits have been determined. The invariant is that the probability of producing any given prefix is proportional to the number of elements of $[0, n - 1]$ whose most significant bits coincide with this prefix. It is easy to show by induction that this relation will hold, if the next bit is set to 1 with probability \( \text{solns}(\text{prefix} \circ 1)/\text{solns}(\text{prefix}) \), where \( \circ \) denotes concatenation. If, at any given point, the prefix is such that \( \text{solns}(\text{prefix}) = 2^i \) for some \( i > 0 \), the process can be stopped. Algorithm III summarizes these steps.

**Algorithm III:**

**Input:** \( n > 1 \)

**Output:** \( \in [1, n] \)

\[
\text{prefix} := \epsilon; \ k := \lfloor \log n \rfloor; \ (* \text{bitlength of} \ (n - 1) *)
\]

**repeat**

\[
\text{if solns(prefix} \circ 1) = 0 \ \text{then prefix} := \text{prefix} \circ 0 \\
\text{else}
\]

\[
\text{with probability divide}[\text{solns(prefix} \circ 1), \text{solns}(\text{prefix})], \ \text{set} \ \text{prefix} := \text{prefix} \circ 1;
\]

**otherwise set** \( \text{prefix} := \text{prefix} \circ 0 \)

\[
k := k - 1;
\]

**until** \( k = 0 \) or \( \text{solns}(\text{prefix}) \) is a power of 2;

\[
\text{prefix} := \text{prefix} \circ 0^{k - \log \text{solns(\text{prefix})}};
\]

**if** \( \text{solns(\text{prefix})} > 1 \) **then** \( \text{prefix} := \text{prefix} \circ \text{RANDOM}[0, \text{solns(\text{prefix})} - 1] \)

**return** (prefix+1);

As stated, Algorithm III is an exact uniform generator. However, its running time is unbounded because the binary representation of \( p1 := \frac{\text{solns}(\text{prefix}\circ1)}{\text{solns}(\text{prefix})} \) may not be finite. One obtains an approximate version of the algorithm by truncating this fraction to some finite number \( m \) of bits. Steps similar to those of [18] show that \( \Delta(p_{III}) \leq 2^{-N} \) if \( m \geq 2 \lfloor \log n \rfloor + N \). Thus, achieving an accuracy of \( 2^{-N} \) requires a total of at most \( 2 \lfloor \log n \rfloor^2 + N \lfloor \log n \rfloor \) random bits. Note that there are only \( \log n \) relevant values of \( p1 \). Those values can be obtained and stored in a precomputation step. Thus, the algorithm needs \( O(\log^2 n + N \log n) \) time and space in the worst case.

The algorithm can be run in Las Vegas mode if the probabilistic decision (‘with probability . . .’) is implemented appropriately. Because of space restrictions, we defer the details of this part of the algorithm to the final version of the paper. For both standard and Las Vegas versions we have

**Proposition 3** The expected running time of Alg. III is \( O(\log n) \).

Again, one can use Chernoff bounds to show that the actual running time is concentrated around its expectation.

**Algorithm IV:** This algorithm appears to be widely used in practice: fix \( m \gg \log n \), generate a random integer \( M \) in the range \( [0, 2^m - 1] \) by generating \( m \) consecutive random bits, and output \( M \mod n \).

**Proposition 4** Let \( p_{IV}(m) \) denote the output distribution of Alg. IV. Then \( \Delta(p_{IV}(m)) \leq n 2^{-m} \).

Next we calculate the number of bit operations required by Algorithm IV. Let \( b = \lfloor \log n \rfloor + 1 \). Thus \( M \) and \( n \) are \( m \)-bit and \( b \)-bit long integers with \( m \geq b \). We can consider algorithms of varying complexity for the calculation of the remainder \( R = (M \mod n) \) depending on the sizes of the numbers involved. Straightforward division of \( M \) by \( n \) followed by a multiplication and subtraction to calculate
Algorithm IV:
Input: \( n, m \)
Output: \( i \in [1, n] \)
begin
\[ M := \text{RANDOM}[0, 2^m - 1] ; \]
\[ \text{return} ((M \mod n) + 1) ; \]
end

\( R \) requires \( O(mb) \) bit operations. Using the asymptotically faster Schönhage-Strassen algorithm for large integers, the integral quotient of a \( 2b \)-bit number by a \( b \)-bit number, as well as the product of two \( b \)-bit numbers can be obtained in \( O(b \log b \log \log b) \) bit operations [16, 1]. To use this algorithm for remainder calculation we prepend the binary representation of \( M \) with zeros if necessary and assume that \( b - 1 \) divides \( m \). Write
\[
M = \sum_{i=0}^{m/(b-1)-1} M_i 2^{(b-1)i}
\]
where each \( M_i \) is \( b - 1 \) bits. The remainders \( r_i = 2^{(b-1)i} \mod n \) for \( i = 1, 2, \ldots, m/(b-1) - 1 \) can be computed by \( m/(b-1) \) multiplications and divisions requiring \( O(b \log b \log \log b) \) bit operations each, if the Schönhage-Strassen algorithm is used. After this phase, each quantity \( M_i r_i \mod n \) can be computed with an additional \( O(b \log b \log b) \) bit operations. Finally the resulting \( m/(b-1) \) remainders found are summed up modulo \( n \) in another \( O(m/(b-1)) = O(m) \) bit operations. The total number of operations required for the computation of \( R \) becomes \( O(m \log b \log b) = O(m \log \log n \log \log \log n) \).

4 Proof of the main Theorem

In this section we outline the proof of Theorem 1.

Proof The eigenvalues of a circulant matrix \( C = C(0, a_2, a_3, \ldots, a_n) \) are given by
\[
\lambda_r = \sum_{k=2}^{n} a_k \omega^{(k-1)r} , \quad r = 0, 1, \ldots, n - 1 ,
\]
where \( \omega \) is a primitive \( n \)-th root of unity (See, for example [8, 5]). Here we do not assume that the subscripts order the eigenvalues of \( C \) in decreasing/increasing absolute value. For \( 2 \leq s \leq \lfloor \frac{n}{2} \rfloor + 1 \), consider the matrix \( C^s \) obtained by setting the block of entries \( a_s, a_{s+1}, \ldots, a_{s+2^{m-1}-1} \), together with their mirror images in the first row equal to 1. Let \( 2^m \lambda_r^s \) denote the eigenvalues of \( C^s, r = 1, 2, \ldots, n - 1 \). Thus \( \lambda_r^s \) are the eigenvalues of the corresponding Markov chain transition matrix \( P^s \).

By the symmetry of the \( a_k \)'s, we have
\[
2^m \lambda_r^s = \sum_{k=s}^{s+2^{m-1}-1} (\omega^{(k-1)r} + \overline{\omega}^{(k-1)r}) = 2 \sum_{k=0}^{2^{m-1}-1} \cos \frac{2\pi(s - 1 + k)r}{n} ,
\]
where \( \overline{\omega} \) is the complex conjugate of \( \omega \). In particular \( \lambda_{n-r}^s = \lambda_r^s, r = 1, 2, \ldots, \frac{n}{2} \). Using the trigonometric identity [11]
\[
\sum_{k=0}^{h-1} \cos(a + kb) = \sin \frac{hb}{2} \cosec \frac{b}{2} \cos(a + \frac{h - 1}{2}b) ,
\]
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with \( a = \frac{2\pi (s-1)}{n} \), \( b = \frac{2\pi}{n} \), and \( h = 2^{m-1} \), we find that
\[
2^m \lambda_s^r = 2 \sin \frac{\pi r}{n} \frac{2^{m-1}}{\sin \frac{\pi r}{n}} \cos \frac{\pi r}{n} (2^{m-1} + 2s - 3), \quad r = 1, 2, \ldots, \frac{n}{2}.
\]

Let \( x = \frac{n}{r} \). By using the double angle formula \( \sin 2x = 2\sin x \cos x \) repeatedly, we obtain
\[
\sin(2^{m-1}x) = 2^{m-1} \sin x \cos x \cos(2x) \cdots \cos(2^{m-2}x).
\]

Therefore,
\[
\lambda_s^r = \cos x \cos(2x) \cdots \cos(2^{m-2}x) \cos(2^{m-1} + 2s - 3)x, \quad r = 1, 2, \ldots, \frac{n}{2}.
\]

We split the proof of the Theorem into two cases, depending on whether or not \( r \geq 4 \):

**Case I** \( r \geq 4 \): For \( k = 1, 2, \ldots, m-2 \), let \( I_k \) denote the interval \([\frac{2k\pi}{n}, \frac{(k+1)\pi}{n}]\). Since \( 2^m < n < 2^{m+1} \), the union of these intervals covers \([4, \frac{n}{2}]\). Therefore if \( r \geq 4 \), then \( r \in I_k \) for some \( k \).

We show that the factor \( \cos 2^{(k-1)}x \cos 2^kx \) that appears in the product expression (4) for \( \lambda_s^r \) is small for \( x \in [\frac{k\pi}{n}, \frac{(k+1)\pi}{n}] \). For a fixed \( k \leq m-2 \), let \( t = 2^{(k-1)}x \), and \( f(t) = \cos t \cos 2t \). Then the maximum value of \( f \) on \([\frac{4\pi}{n}, \frac{\pi}{2}]\) is reached for \( \cos t = \frac{1}{\sqrt{3}} \). Thus on \([\frac{4\pi}{n}, \frac{\pi}{2}]\),
\[
|f(t)| \leq |2 \left( \frac{1}{3} \right)^3 - \left( \frac{1}{\sqrt{3}} \right)| = \frac{2}{3\sqrt{3}}.
\]

It follows that \( |\lambda_s^r| \leq \frac{2}{3\sqrt{3}} \) for \( r \in [4, \frac{n}{2}] \subseteq [\frac{2^{m-1}}{n}, \frac{n}{2}] \), independently of the value of \( s \).

**Case II** \( r < 4 \): Now we consider the cases \( r = 1, 2, 3 \). Let
\[
P(r, m) = \prod_{k=0}^{m-2} \cos \frac{2^k r \pi}{n}.
\]

Then by (4)
\[
\lambda_s^r = P(r, m) \cos \frac{r \pi}{n} (2^{m-1} + 2s - 3), \quad r = 1, 2, 3.
\]

Since \( 2^m < n < 2^{m+1} \), we have \( \frac{\pi}{8} < \frac{2^{m-2}}{n} x < \frac{\pi}{8} \). Now cosine is decreasing on \([0, \frac{\pi}{8}]\). Thus
\[
\cos \frac{2^{m-2} \pi}{n} < \cos \frac{\pi}{8}, \quad \cos \frac{2^{m-3} \pi}{n} < \cos \frac{\pi}{16}, \ldots, \cos \frac{\pi}{n} < \cos \frac{\pi}{2^{m+1}}.
\]

Using the last \( m-2 \) of these inequalities, it follows that
\[
P(1, m) < \cos \frac{2^{m-2} \pi}{n} \prod_{k=4}^{m+1} \cos \frac{\pi}{2^k}.
\]

By Viète’s formula for \( \pi \)
\[
\prod_{k=2}^{\infty} \cos \frac{\pi}{2^k} = \frac{2}{\pi},
\]
and therefore
\[
\lim_{m \to \infty} \prod_{k=4}^{m} \cos \frac{\pi}{2^k} = \frac{2}{\pi} \cos \frac{\pi}{8} = \frac{4}{\pi \sqrt{1 + \frac{1}{\sqrt{2}}}}.
\]
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Since \( m = \lfloor \log n \rfloor \), it follows that for large \( n \),

\[
P(1, m) \leq \frac{4}{\pi \sqrt{1 + \frac{1}{\sqrt{2}}} \cos \frac{2m-2\pi}{n}}.
\]

Using Euler's generalization of Viète's formula in a similar fashion, we obtain the following inequalities for large \( n \)

\[
P(2, m) \leq \frac{2\sqrt{2}}{\pi} \cos \frac{2m-1\pi}{n}, \quad |P(3, m)| \leq \frac{4\sqrt{2} + \sqrt{2}}{3\pi} \cos \frac{3 \cdot 2m-2\pi}{n}.
\]

Now let \( \gamma = \frac{m}{2m}, \delta = \frac{2m}{2m}. \) Then \( 0 < \gamma < 1, 0 < \delta < \gamma \) and

\[
|\lambda_1^n| \leq \frac{4}{\pi \sqrt{1 + \frac{1}{\sqrt{2}}} \cos \frac{\pi}{4} \left( \frac{1}{1 + \gamma} \right) \cos \frac{\pi}{2} \left( \frac{1 + \delta}{1 + \gamma} \right)},
\]

\[
|\lambda_2^n| \leq \frac{2\sqrt{2}}{\pi} \left| \cos \frac{2\pi}{4} \left( \frac{1}{1 + \gamma} \right) \cos \frac{2\pi}{2} \left( \frac{1 + \delta}{1 + \gamma} \right) \right|
\]

\[
|\lambda_3^n| \leq \frac{4\sqrt{2} + \sqrt{2}}{3\pi} \left| \cos \frac{3\pi}{4} \left( \frac{1}{1 + \gamma} \right) \cos \frac{3\pi}{2} \left( \frac{1 + \delta}{1 + \gamma} \right) \right|.
\]

The three coefficients in the inequalities (6) are about 0.9745, 0.9003, and 0.7842, respectively. In order to bound the cosine factors in (6), we choose \( \delta = \frac{2m}{2m} \). This means that we must pick \( \delta = \left[ \frac{2m}{2m} \right] + 1 \).

Since \( s \) is in the range \([2, \frac{2m}{2m}] + 1\), such a value \( s \) exists. If we make a change of variable by setting \( t = \frac{1}{1 + \gamma} \), we have \( \frac{1}{2} < t < 1 \), and (6) turns into

\[
|\lambda_1^n| \leq 0.9745 \ f_1(t), \quad |\lambda_2^n| \leq 0.9003 \ f_2(t), \quad |\lambda_3^n| \leq 0.7842 \ f_3(t),
\]

where

\[
|f_1(t)| = |\cos \frac{\pi}{4} t \cos \frac{\pi}{10} (3t + 2)|, \quad f_2(t) = |\cos \frac{\pi}{2} t \cos \frac{\pi}{5} (3t + 2)|, \quad f_3(t) = |\cos \frac{\pi}{4} t \cos \frac{3\pi}{10} (3t + 2)|.
\]

It is not difficult to show that \( f_1 \) and \( f_3 \) both achieve their maximum value on \( \frac{1}{2} \leq t \leq 1 \) at the point \( t = \frac{1}{2} \). Thus on \([\frac{1}{2}, 1] \), \( f_1(t) \leq \cos \frac{\pi}{8} \cos \frac{\pi}{10} \approx 0.4194 \) and \( f_3(t) \leq \cos \frac{3\pi}{8} \cos \frac{\pi}{10} \approx 0.3779 \). The analysis of the behavior of \( f_2 \) is more complicated, but it can be shown that \( f_2(t) \leq 0.4400 \) on \( \frac{1}{2} \leq t \leq 1 \) with \( s = \left[ \frac{2m}{2m} \right] + 1 \). This gives \( |\lambda_1^n| < 0.4087, \ |\lambda_2^n| < 0.3961, \ |\lambda_3^n| < 0.2963 \).

We combine this with the previous case and find that for \( r \in [1, \frac{m}{2}] \),

\[
|\lambda_r^n| \leq \frac{4}{\pi \sqrt{1 + \frac{1}{\sqrt{2}}} \cos \frac{\pi}{8} \cos \frac{7\pi}{20}.
\]

Since \( \cos \frac{2\pi}{5} = \sqrt{\frac{5-1}{4}} \), by repeated use of the half angle formula for cosine, we obtain

\[
\cos \frac{7\pi}{20} = \sqrt{2\sqrt{2} - \sqrt{5} - \sqrt{5}}. \tag{8}
\]

Combining (8), (7), and (5), we have for \( r > 0 \),

\[
|\lambda_r^n| \leq \frac{2}{\pi \cos \frac{\pi}{4} \cos \frac{7\pi}{20} = \frac{2}{\pi} \left( \sqrt{2\sqrt{2} - \sqrt{5} - \sqrt{5}} \right),
\]

and the Theorem follows. \qed
5 Comparisons and Conclusions

For the algorithms presented here to generate random integers in the range \([1, n]\), the maximum relative error between the generated distribution and true uniform distribution goes to zero geometrically in all cases: with rate 0.5 for Algorithms II, III, IV (using standard division), and with rate approximately 0.4087 for Algorithm I.

The following table compares the algorithms from a different perspective. It lists the resources required by each to produce one random number with error bound \(2^{-k}\) (r.p.d. from uniformity), based on the bounds derived in the previous sections.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>worst case</th>
<th>random bits</th>
<th>average case</th>
<th>random bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>(O((k + \log n) \log n))</td>
<td>(0.775(k + \log n) \log n)</td>
<td>cf. worst case</td>
<td>cf. worst case</td>
</tr>
<tr>
<td>II</td>
<td>(O(k \log n))</td>
<td>(k \log n)</td>
<td>(O(\log n))</td>
<td>(O(\log n))</td>
</tr>
<tr>
<td>III</td>
<td>(O((k + \log n) \log n))</td>
<td>((k + 2\log n) \log n)</td>
<td>(O(\log n))</td>
<td>(O(\log n))</td>
</tr>
<tr>
<td>IV(simple)</td>
<td>(O((k + \log n) \log n))</td>
<td>(k + \log n)</td>
<td>cf. worst case</td>
<td>cf. worst case</td>
</tr>
<tr>
<td>IV[16]</td>
<td>(O((k + \log n) \log n \log \log n))</td>
<td>(k + \log n)</td>
<td>cf. worst case</td>
<td>cf. worst case</td>
</tr>
</tbody>
</table>

The algorithms have similar worst case running times, with Algorithm II being the fastest. The faster convergence rate of the Markov chain is hidden in the big-O notation. However, it reduces the random bits required by a factor of 0.775. Algorithm IV requires the smallest number of random bits and comes to within two bits of the lower bound of Prop. 1. Algorithms II and III can stop prematurely. Their average-case running times do not depend on \(k\) and are well below their worst-case times. This was reflected in a series of experiments we performed in which Algorithms II and III were significantly faster than Algorithms I and IV.

In the context of the construction of the Markov chain used in Algorithm I, one can address the problem of picking the best possible \(n \times n\) 0-1 circulant matrix (in terms of the magnitude of the modulus of the second largest eigenvalue) for an arbitrary distribution of 1’s in the first row. Theorem 1 only gives an upper bound for the modulus of the second largest eigenvalue and only in case the matrix is symmetric and the row sums are \(2^{\left\lfloor \log n \right\rfloor}\). The advantage of the particular distribution of the 1’s considered in Theorem 1 as blocks in the first row of the matrix is small storage and ease of transition selection for the associated Markov chain. Such a distribution, however, is not necessarily optimal for the solution of the more general problem in which constraints of space and constructibility are not critical issues.
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