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ABSTRACT
Online services are increasingly dependent on user participation. Whether it's online social networks or crowdsourcing services, understanding user behavior is important yet challenging. In this paper, we build an unsupervised system to capture dominating user behaviors from clickstream data (traces of users' click events), and visualize the detected behaviors in an intuitive manner. Our system identifies "clusters" of similar users by partitioning a similarity graph (nodes are users; edges are weighted by clickstream similarity). The partitioning process leverages iterative feature pruning to capture the natural hierarchy within user clusters and produce intuitive features for visualizing and understanding captured user behaviors. For evaluation, we present case studies on two large-scale clickstream traces (142 million events) from real social networks. Our system effectively identifies previously unknown behaviors, e.g., dormant users, hostile chatters. Also, our user study shows people can easily interpret identified behaviors using our visualization tool.
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INTRODUCTION
The next generation of Internet services is driven by user participation. Whether it's online social networks, online review services (Yelp, TripAdvisor), content sharing communities (Reddit) or crowdsourcing systems (Amazon Turk, TaskRabbit), their functionalities rely on active and well-behaved user participation.

Yet for these and many other systems, understanding user behavior is a complex and difficult challenge. In systems with millions of users, how can system builders understand the factors that drive each user's behavior? Understanding such factors can dramatically improve a user's experience, either through better performance, customized user interface features, or better targeted ads. Take for example the LinkedIn social network. LinkedIn is used by different types of users ranging from students not yet on the job market, happily employed professionals, professionals seeking new positions, and recruiters. Each user type uses the service differently, and yet rarely identifies their usage type explicitly in their profile data or elsewhere.

The intuitive solution is to survey users on how they use these systems through well-designed user studies [3, 34]. Unfortunately, this approach is limited by three factors. First, detailed user studies are limited in scale because of their significant cost to conduct and analyze. Studies sacrifice scale for depth on a small sample of the user population. Second, users may not be willing or able to self-identify into different user categories. Finally, user surveys rely on known questions or hypotheses. Unknown or new user behaviors cannot be anticipated in these studies.

These issues can be addressed by a data-driven approach to understanding user behavior. With improving data mining tools, today's online services collect all traces of user activity to produce clickstreams, sequences of timestamped events generated by user actions. For web-based services, these might include detailed HTTP requests. For mobile apps, clickstreams can include everything from button clicks, to finger swipes and text or voice input. Compared to user studies, clickstream analysis can scale to large user populations, identify behaviors without user assistance, and identify previously unknown behaviors.

Yet identifying common user behaviors in clickstreams is very challenging. Early works on clickstreams are limited, and focused on users’ "navigation paths" within a website [10, 23, 27], or use Markov Chain models to predict popular webpages [15, 21]. To identify user behaviors today, we need a sophisticated clickstream analysis system that meets three requirements. First, it must scale and function well on large, noisy clickstream datasets. Second, the system should be able to capture previously unknown user behavior, i.e., capture behavior without categories or labels defined a priori. This is critical, because users often utilize popular services in unexpected ways, and adapting to these behaviors can determine the long-term viability of a service. Finally, the system should be interactive, and help others understand user behavior by presenting detected behaviors in an intuitive and understandable way. In contrast, current tools usually treat user models as a "black box" for classification tasks, while offering little explanations on how users behave and why [8, 29].
In this paper, we present the design and evaluation of a practical and scalable clickstream tool for user behavior analysis. At a high level, our system uses similarity metrics between clickstreams to build similarity graphs that capture behavioral patterns between users. Edges capture similarity distance between clickstreams of users, and clusters represent user groups with similar behavior. We use a hierarchical clustering approach to detect the most popular behavior patterns, and use an iterative feature pruning technique to remove the influence of dominating features from each subsequent layer of clusters. The result is a hierarchy of behavioral clusters where higher-level clusters represent more general user behavior patterns, and lower-level clusters further identifying smaller groups that differ in key behavioral patterns. We can further use Chi-square statistics to identify statistical features that can be used to categorize and label behavior clusters.

Our system provides an easy way for service providers to analyze and understand groups and patterns in user behavior. First, the hierarchy of behavior clusters presents a compressed view of the most dominant user behavior patterns. In addition, because our approach does not rely on prior knowledge of categories or labels, it is able to capture any behavior patterns, both known and unknown. Finally, we integrate an interactive visualization tool to help service providers to examine the clustering results in real time.

To demonstrate the effectiveness of our system, we perform case studies using two large-scale, real-world clickstream datasets. One clickstream captures 135 million smartphone app events from 100K users on Whisper, a popular anonymous social network app. A second dataset comes from Renren (China’s Facebook) and contains 7 million click events from 16K normal and malicious users. Our tool produces user behavioral models and reveals key insights about users on both networks. First, we identify patterns that capture different levels of “dormant users” on Whisper, and effectively predict dormant users based on neighboring behavior clusters. Second, we study user blocking behavior on Whisper and show that much of the blocking behavior is bidirectional, often following private message sessions, and is often correlated with sexually suggestive messages (sexting). On our Renren dataset, our system not only accurately identifies fake accounts with 95% accuracy, but also reveals subgroups that utilize different attack strategies. For example, we identify attacker subgroups that try to emulate normal users by intentionally slowing down their attack speed to avoid detection.

Finally, we evaluate our tool on two key benchmarks: First, we evaluate whether the algorithm-generated behavioral cluster are easy to understand with a controlled user study. We let participants summarize the corresponding user behaviors in a given cluster by examining cluster features. We find that most participants can interpret the semantic meaning of the user behavior and their summaries reach a high level of consistency. Second, we evaluate the clustering quality produced by our algorithm, in comparison to existing clustering methods (e.g., K-means). Results show that our approach reaches a higher accuracy in detecting and grouping similar users.

Our paper makes three key contributions.

- We propose a novel unsupervised method to model online user behaviors. By building and partitioning a clickstream similarity graph, we capture the detailed user behavior models as hierarchical clusters in the graph. In addition, our tool automatically produces intuitive features to interpret the meaning of the behavioral clusters.
- We perform real-world case studies on two large-scale clickstream traces (142 million click events in total). We demonstrate that our tool can effectively help service providers to identify unexpected user behaviors (malicious accounts in Renren, hostile chatters in Whisper) and even predict users’ future actions (dormant users in Whisper).
- Finally, we perform benchmark evaluations on our tool. The results show that the algorithm-generated cluster labels are easy to understand, and our tool produces highly accurate user behavioral models.

RELATED WORK

User Behavior Modeling in Online Services. Understanding user behavior is important to the design and operation of online services. Recent works analyze network traffic to understand online users’ browsing habits [1,18]. Researchers also built more specific user behavioral models to study users’ search intent [19] and Wikipedia editing patterns [7], to predict crowdsourcing worker performance [20], and to detect malicious accounts in online social networks [29].

Clickstream Analysis. Earlier research used clickstream data for Web Usage Mining [23]. Researchers applied simple methods such as Markov Chains to capture users’ navigation paths within a website [2,15,21]. However, these models focus on the simple aspects of user behavior (e.g., user’s favorite webpage), and are incapable of modeling more sophisticated user behavior. Other approaches use clustering techniques to identify user groups that share similar clickstream activities [8,25,27,29]. The resulting clusters can be used to infer user interests [25] or predict future user behaviors [8]. However, existing clustering based models are largely supervised (or semi-supervised), requiring large samples of ground-truth data to train or fine-tune the model parameters [21,27,29]. Also, many behavioral models are built as “black boxes” for classification tasks, offering little explanations on how users behave and why [8,29]. Our work seeks to build unsupervised clickstream behavioral models and produce intuitive explanations on the models.

Clickstream Visualization. Researchers have developed interactive interfaces to visualize and inspect clickstream data. Existing tools generally focus on visualizing raw user clicks [16], click event sequences [35] or click transitions [32]. Instead, we build a tool to visualize the clickstream behavioral clusters produced by our system, providing hints for understanding key user behavior patterns.

CLICKSTREAM DATASETS

In this work, we seek to build a clickstream tool for user behavioral modeling in online services. To provide context, we first describe the clickstream datasets used in our study. We obtained server-side clickstream data from two large-scale
We collect detailed clickstream data from Whisper in collaboration with Whisper’s Data Science team. The dataset contains 136 million click events from 99,990 users over 45 days in 2014 (Table 1). Users were randomly selected from the Whisper user population as a representative sample. Each click event is characterized by userID, timestamp, event type and event parameter. The key function is messaging: the app overlays a user’s short text message on top of a background picture selected by keywords. The resulting whisper message is posted to the public stream where other users can read, reply or like (like it). In addition, the app provides a chat feature to facilitate direct communication. Any user can start a private chat with the whisper author. Finally, users browse whispers from several public lists.

The Whisper dataset contains 33 types of events that can be grouped into 6 categories. These categories are:

- **Browsing**: Browsing whispers, visiting the public whisper feeds (popular/nearby/latest list).
- **Account**: Creating a user account and login the app.
- **Posting**: Posting original whispers and replies, hearting/unhearing a whisper, sharing whispers, and tagging a whisper to a topic.
- **Chatting**: Initiating a chat, blocking other users in a chat, and being blocked in a chat.
- **Notification**: Receiving notifications about hearts/replies on their whispers, and whisper recommendations.
- **Spam**: Whisper being examined or deleted by system admins, flagging other people’s whispers. Events in this category are all below 1% (omitted from Table 2).

Among the 33 event types, 25 are user-initiated events corresponding to the user performing an action on the app (e.g., “posting a whisper”). The rest 8 events are system events which don’t require user action (e.g., “receiving notifications”). Table 2 shows the most popular events and the absolute number (in thousands) and the percent of clicks. Overall, the most prevalent events are related to content consumption such as viewing whispers. Interestingly, under the chatting category, the most prevalent events are “blocking users” and “being-blocked” by others. Intuitively, anonymous environment is more likely to foster abusive behaviors (e.g., bullying) [26]. Later, we investigate this behavior in greater details using behavioral models.

Our dataset also contains the content of the public whispers (about 1 million) posted by these users. This content data is not used to construct clickstreams, but used to understand specific user behavior and user intent later in our analysis.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Time</th>
<th># of Users</th>
<th># of Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Renren-Normal</td>
<td>Mar.31–April 30 2011</td>
<td>5,998</td>
<td>5,856,941</td>
</tr>
<tr>
<td>Renren-Sybil</td>
<td>Feb.28–April 30 2011</td>
<td>9,994</td>
<td>1,008,031</td>
</tr>
</tbody>
</table>

Table 1. Clickstream datasets from Whisper and Renren.

<table>
<thead>
<tr>
<th>Category</th>
<th>Event Type</th>
<th>Events # (K)</th>
<th># (%)</th>
<th>Initiated By User?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Browsing</td>
<td>View whisper</td>
<td>52,437</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>View popular feed</td>
<td>160,088</td>
<td>12</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>View nearby feed</td>
<td>53,544</td>
<td>4</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>View latest feed</td>
<td>2,346</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>View other feed</td>
<td>196</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>Account</td>
<td>Login</td>
<td>16,994</td>
<td>12</td>
<td>Yes</td>
</tr>
<tr>
<td>Posting</td>
<td>Heart whisper</td>
<td>2,156</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Upload image</td>
<td>1,325</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Create whisper</td>
<td>1,308</td>
<td>1</td>
<td>Yes</td>
</tr>
<tr>
<td>Chatting</td>
<td>Being blocked in chat</td>
<td>3,271</td>
<td>3</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Block user in chat</td>
<td>3,271</td>
<td>3</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Start a chat</td>
<td>2,238</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>Notification</td>
<td>Receive notification</td>
<td>9,680</td>
<td>7</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>Whisper recommendation</td>
<td>2,530</td>
<td>2</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2. Event types in the Whisper dataset. # of click events are presented in thousands. Events that are <1% are omitted for brevity.

<table>
<thead>
<tr>
<th>Category</th>
<th>Event Type</th>
<th>Sybil Events # (K)</th>
<th>%</th>
<th>Normal Events # (K)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friend</td>
<td>Send request</td>
<td>417</td>
<td>41</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Accept invitation</td>
<td>20</td>
<td>2</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Invite from guide</td>
<td>16</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Photo</td>
<td>Visit photo</td>
<td>2,342</td>
<td>24</td>
<td>4,412</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>Visit album</td>
<td>25</td>
<td>2</td>
<td>330</td>
<td>6</td>
</tr>
<tr>
<td>Profile</td>
<td>Visit profiles</td>
<td>160</td>
<td>16</td>
<td>214</td>
<td>4</td>
</tr>
<tr>
<td>Sharing</td>
<td>Share content</td>
<td>27</td>
<td>3</td>
<td>258</td>
<td>4</td>
</tr>
<tr>
<td>Message</td>
<td>Send IM</td>
<td>20</td>
<td>2</td>
<td>99</td>
<td>2</td>
</tr>
<tr>
<td>Blog</td>
<td>Visit/reply blog</td>
<td>12</td>
<td>1</td>
<td>103</td>
<td>2</td>
</tr>
<tr>
<td>Notification</td>
<td>Check notification</td>
<td>8</td>
<td>1</td>
<td>136</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3. Event types in the Renren dataset. # of click events are presented in thousands for Normal and Sybil users. Events with <1% of clicks are omitted for brevity. All of the events are user-initiated events.

Among the 33 event types, 25 are user-initiated events corresponding to the user performing an action on the app (e.g., “posting a whisper”). The rest 8 events are system events which don’t require user action (e.g., “receiving notifications”). Table 2 shows the most popular events and the absolute number (in thousands) and the percent of clicks. Overall,
Clickstream and Similarity Graph

Formatting User Clickstream. For each user, we gather all her click events to form a single clickstream. It is a sequence of discrete events sorted by the order of arrival, capturing both different event types in the stream and the magnitude of time gaps between them. For example, the clickstreams in Figure 2: \( A(t_1)B(t_2)C(t_3)A(t_4)B \) and \( C(t_5)C(t_6)D(t_7)A \), where \( A, B, C, D \) are event types, and \( t_i \) is the time interval between the \( i_{th} \) and \( (i + 1)_{th} \) event. To make time gaps discrete, we replace precise time gap values with discrete identifiers that represent a range of time gap, i.e., a “bucket”. For our system, we map the time gap into the following five discrete time buckets: \( <1s, 1s, 1min, 1min, 1h, 1h, 1day > \), represented by \( g_1, g_2, g_3, g_4 \) and \( g_5 \), respectively. The above two clickstreams are further discretized to \( A(g_1)B(g_2)C(g_1)A(g_1)B \) and \( C(g_1)C(g_1)D(g_2)A \).

Clickstream Similarity Graph. Our clustering algorithm is based on similarity graph, where each node is a user and edges are weighted on similarity between two users’ clickstreams [29]. We identify behavioral clusters by partitioning the similarity graph. To do so, we need a metric to measure the similarity (or distance) between any two clickstreams.

Our method is to extract subsequences from the clickstreams as features to compare similarity. More specifically, we formalize a clickstream as a sequence \( S = (s_1, s_2, \ldots, s_n) \), where \( s_i \) is the \( i_{th} \) element in the sequence (either a click event or time gap event) and \( n \) is the total number of events in the sequence. We define \( T_k \) as the set of all possible \( k \)-grams \( (k \text{ consecutive elements}) \) in sequence \( S \): \( T_k(S) = \{k\text{-gram}|k\text{-gram} = (s_1 s_2 \ldots s_j s_{j+k-1}), j \in [1, n + 1 - k]\} \). To compute the distance between two sequences, we consider both the common \( k \)-grams in the two sequences and their count. For \( S_1, S_2 \) and a chosen \( k \), we first compute the set of all possible \( k \)-grams from both as \( T = T_k(S_1) \cup T_k(S_2) \). Next, we count the normalized frequency of each \( k \)-grams...

---

1. We use uneven bucket sizes to handle the “long tail” distribution of time gaps between clicks. In our dataset, the majority of time gaps are short (e.g., minutes) while long gaps (e.g., days) are rare.
within each sequence \( l (l = 1, 2) \) as array \([c_{l1}, c_{l2}, \ldots, c_{ln}]\) where \( n = |T| \). Finally, their distance is computed as the normalized Polar Distance between the two arrays:

\[
D(S_1, S_2) = \frac{1}{\pi} \cos^{-1} \left( \frac{\sum_{c_{i1}=1}^{n} c_{ij} x c_{2j}}{\sqrt{\sum_{j=1}^{n} (c_{1j})^2} \times \sqrt{\sum_{j=1}^{n} (c_{2j})^2}} \right).
\]

The value ranges from 0 to 1, and small distance indicates high similarity between two clickstreams. We choose Polar distance over other alternatives (e.g., Euclidean distance) because Polar distance is more suitable to handle highly sparse vectors: it compares the “directionality” of the vectors rather than “magnitude” [11].

We set \( k = 5 \) for our system, after testing different \( K \)’s from 1 to 10. We find larger \( K \) values do not give us benefits (e.g., Sybil detection accuracy reaches diminishing returns after \( K = 5 \)). Intuitively, large \( K \)’s will capture long sequences that are unlikely to repeat as a pattern. Also, the number of features (and associated computational costs) increases exponentially with \( K \).

**Feature Pruning based Clickstream Clustering**

A similarity graph dominated by very few features gives little insight on subtle differences between users. The generated clusters may only describe the broadest user categories, while interesting and detailed behavioral patterns remain hidden. We recognize that similarity graph has the capability to capture user behavior at different levels of granularity. We implement **iterative feature pruning** as a means of identifying fine-grained behavioral clusters within existing clusters, and recursively partitioning the similarity graph. In the following, we first introduce the key steps of our clustering algorithm and feature pruning. Then we describe using pruned features to interpret the meaning of the clusters, and the technical details to determine the number of clusters.

**Iterative Feature Pruning & Clustering.** We explain how our algorithm works using the example in Figure 1. We start with a similarity graph of all users, where clickstream similarity is measured based on the full feature set (union of all \( k \)-grams). By partitioning the similarity graph, we get the top-level clusters \( C_1 \) and \( C_2 \). The partitioning algorithm we use is Divisive Hierarchical Clustering [13], which can work on arbitrary metric space and find clusters of arbitrary shapes. To identify more fine-grained subclusters within \( C_1 \) or \( C_2 \), we perform feature pruning: We identify the primary features that are responsible for forming the parent cluster, remove them from the feature set, and use the remaining secondary features to further partition the parent. For example, suppose \( C_1 \) is the current parent cluster. We first perform feature selection to determine the key features (i.e., \( k \)-grams) that classify users into \( C_1 \). Then to partition \( C_1 \), we remove those \( k \)-grams from the feature set, and use the remaining \( k \)-grams to compute a new similarity graph for \( C_1 \). In this way, secondary features can step out to partition \( C_1 \) into \( C_3 \) and \( C_4 \) (by running Divisive Hierarchical Clustering on the new similarity graph). For each of the newly generated clusters (e.g., \( C_3 \) and \( C_4 \)), we recursively run the same process to produce more fine-grained subclusters. Our algorithm stops when all the new partitions cannot be further split, i.e. clustering quality reaches a minimal threshold. The result is a tree hierarchy of behavioral clusters.

The key step of feature pruning is finding the primary features responsible for forming the parent cluster. We select features based on Chi-square statistics (\( \chi^2 \)) [33], a classic metric to measure feature’s discriminative power in separating data instances of different classes. For a given cluster, e.g., \( C_1 \), we measure the \( \chi^2 \) score for each feature based the distribution of users in \( C_1 \) and those outside \( C_1 \). We sort and select the top features with the highest \( \chi^2 \) scores. Our empirical data shows \( \chi^2 \) distribution usually exhibits “long-tail” property — only a small number of dominating features have high \( \chi^2 \) scores. We automatically select top features by identifying the sweet point (or turning point) in the \( \chi^2 \) distribution [22].

**Understanding the Behavioral Clusters.** We can infer the meaning of the clusters based on the selected features during feature pruning phase. A feature is selected because users in this cluster are distinct from users outside the cluster on this particular feature dimension. Thus it can serve as explanations for why a cluster has formed and which user behaviors the cluster encompasses. Later we construct a visualization tool to help service providers interpret behavioral clusters.

**Determining the Number of Subclusters.** For each parent cluster (and its similarity graph), our system identifies the natural number of subclusters within. To do so, we monitor the changes of the overall clustering quality while continuously partitioning the graph to more subclusters. We stop when generating more subclusters will no longer improve the clustering quality. The metric to assess clustering quality is the widely-used modularity, which measures the density of edges inside clusters to edges outside clusters [4]. The modularity value ranges from -1 to 1, with a higher value indicating a better clustering quality.

**Cluster Visualization**

We build a visualization tool for service providers to examine and understand user behavioral clusters generated by our algorithm. The tool allows service providers to answer key questions about their users, e.g., what are the major behavioral categories? Which behavior is more prevalent? What’s the relationship between different types of behavior?

**Visualization Interface.** Figure 3 shows a screenshot of our tool displaying the behavioral clusters of Whisper (best viewed in color). We build this tool using D3.js, a JavaScript library for data visualization. By default, we display the cluster hierarchy using Packed Circle [31], where child clusters are nested within their parent cluster. This gives a clear view of the hierarchical relationships of different clusters. Circle sizes reflect the number of users in the cluster, which allows service providers to quickly identify the most prevalent user behaviors. Finally, the visualization tool is zoomable and easy to navigate among clusters. We also implemented other interfaces such as Treemaps [12], Sunburst [24] and Icicle [14]. Service providers can choose any of these based on personal preference (Figure 5). We use Packed Circle as default because it leaves more space between clusters, making it easier to visually separate different clusters.

To understand the user behavior in a specific cluster, we can click the cluster to pop-up an information window. Take
the one in Figure 3 for example: we show the basic cluster information on top, including cluster ID and the number of users. Below is a list of “Action Patterns” (k-grams) selected by our Feature Pruning algorithm to describe how users behave. Each row contains one pattern, ranked by $\chi^2$ score (brighter color indicates higher score). The “Frequency (PDF)” column shows how frequently each action pattern appears among users of this cluster. The red bar indicates the pattern frequency (probability density function) inside the cluster, and the green bar denotes frequency outside of this cluster. Intuitively, the more divergent the two distributions are, the more distinguishing power the pattern has. In this example, the first pattern shows users viewing whispers sequentially with a time interval of one minute or less. The red bar is much more skewed to the right, indicating users in this cluster perform this action more often than users outside. Finally, service providers can “add descriptions” to the cluster using the button in blue.

Figure 6 shows the control panel to configure the visualization tool. Users can switch the visualization interface and set maximum level of clusters to display. Users can also change the cluster coloring scheme. By default, the cluster color indicates the level (or depth) of the cluster. Alternatively, users can enable a color overlay to denote the “compactness” of the cluster (i.e., the ratio of average inter-cluster distance over the average intra-cluster distance) or the cluster modularity.

Visualizing Whisper and Renren Clusters. We run our system on Whisper and Renren datasets and display the behavioral clusters in Figure 3–4. We apply the same configuration on both runs: the partitioning of a cluster stops if the modularity reaches a threshold 0.01 (insignificant cluster structure). We intentionally set a loose threshold to let the algorithm dig out very detailed sub-clusters. In practice, service providers can tune this parameter depending on how detailed behavioral clusters they need. Details regarding algorithm implementation and complexity are in the Appendix. For our Whisper dataset, our system produces a tree hierarchy of 107 clusters (root included) with 95 leaf clusters. The maximum tree depth is 4. For Renren, the hierarchy contains 108 clusters (95 leaf clusters) with a maximum depth of 4.

Note that our visualization tool only displays the selected features for each cluster. As shown in Figure 7, 80% of the clusters have less than 5 selected features, and 90% of the clusters have less than 10. This indicates that the prevalent user behavior can be characterized by a small number of key feature dimensions. Also, this makes it possible for people to understand the cluster without looking through the full feature set (e.g., Whisper data has 80903 unique kgrams as features).

EVALUATION: CLUSTER LABELS

In the following, we analyze the behavioral clusters in Whisper and Renren, and demonstrate their effectiveness in identifying unexpected behavior and predicting future activities. Our evaluation contains three steps. First, To evaluate the ease of understanding and labeling behavioral clusters, we run a user study. We ask the participant to read cluster information and describe the corresponding user behavior. Then we examine whether different people give consistent descriptions. Second, we perform in-depth case studies on the unusual behavioral clusters, and provide new insights to both networks. Third, we evaluate cluster quality, i.e., how well behavioral clusters capture similar users.

User Study to Interpret Clusters

User behavioral models need to be intuitive and understandable to the service providers. Thus we conduct a user study to answer two key questions: Are these behavioral clusters understandable to humans? How consistently do different people interpret the corresponding user behaviors?

In this user study, we ask participants to browse behavioral clusters using our visualization tool (Packed Circle interface).
For each cluster, the participant is asked to describe the user behavior using her own words (in one sentence) based on the information displayed. If a cluster is not understandable to the participant, she can mark it as “N/A”. Since our tool is designed for service providers, we expect they will have basic technical backgrounds. Our participants include 15 graduate students in Computer Science who have basic knowledge in online social networks. To best utilize participants’ time, we only use the Whisper clusters (Figure 3), and the participants only look at top clusters that cover 90% of users at each level of the hierarchy (37 clusters in total). Before the test, we ask the participants to use the Whisper app for at least 10 minutes to get familiar with it. Each participant also goes through a quick instruction session to learn how to use the visualization tool and how to read the information in the pop-up window.

User Study Results

We gathered a total of 555 descriptions from the participants on the 37 clusters (15 descriptions per cluster). We find that the behavioral clusters are generally understandable to the participants. Out of the 555 descriptions, 530 (95.5%) are valid descriptions about user behaviors (others are “N/A” marks). In addition, most participants can finish the task within a reasonable amount of time. The average completion time is 28.7 minutes (46 seconds per cluster).

To understand the “consistency” of the descriptions, we let 3 external experts independently read and assess the collected descriptions. These experts are graduate students recruited outside of our research group (to avoid bias) and none of them participated in labeling clusters in the first round. For each cluster, an expert reads all 15 descriptions and assigns a consistency score (0 to 1), which is the ratio of the maximum number of consistent descriptions over all descriptions. For example, if 10 out of the 15 descriptions are consistent, the score is 10/15=0.667. The final consistency score is averaged over three experts. Figure 8 shows the consistency score distribution. The most common scores range from 0.6 to 0.8. The score distribution skews heavily to the right. This indicates that most clusters can be interpreted consistently.

Upon examining clusters with low consistency scores, we have two key observations. First, lower-level clusters are more difficult to interpret. As shown in Figure 9, average consistency scores decrease as we move further along the tree hierarchy. Intuitively, lower-level clusters represent more specific or even outlier behavior that is difficult to describe. Second, we find clusters with more selected features are harder to interpret. We perform correlation analysis between the consistency score and the number of selected features per cluster, and find they correlate negatively (Pearson coefficient $r = -0.1$, $p = 0.5$). Noticeably, the consistency score also correlates negatively with the unique event types in selected features (Pearson coefficient $r = -0.4$, $p = 0.02$).

Finally, we add short labels to the top-level clusters in Whisper and Renren based on the descriptions from user study and our own interpretations. The labels are shown in Figure 3 and Figure 4 respectively.

EVALUATION: CASE STUDIES

Next, we present in-depth analysis on a few behavioral clusters as case studies. We have two goals. First, by analyzing the user behavior in these clusters, we validate the correctness of our cluster labels. Second, we explore the interesting (or unexpected) user behavior, and demonstrate the prediction power of the user behavioral models. Due to space limitation, we focus on two clusters from Whisper (Cluster#2 and Cluster#4), and one from Renren (Sybil Cluster).
Case Study 1: Inactive Whisper Users

We start with Cluster#2, which is labeled as inactive users. The selected action patterns of this cluster consist almost entirely of “receiving notification” events, indicating these users have not been actively engaged with the app. This is also confirmed in Figure 10: users in Cluster#2 have far fewer active days (when users actively generate clicks) than the rest of users. A remarkable 80% of users in Cluster#2 did not generate any active events through the 45 days, representing completely dormant users. In fact, our algorithm successfully groups dormant users into a separate subcluster (Figure 3, the biggest subcluster in Cluster#2).

Contrary to expectation, inactive users are not outliers. Cluster#2 is the second largest cluster with 21,962 users (20% of all users). From the perspective of service providers, it is important to identify the early signals of user disengagement, and implement mechanisms to re-gain user activities.

Predicting Dormant Users. We demonstrate the effectiveness of our behavioral models in predicting future user dormancy. The high-level idea is simple: Whisper can build behavioral models using users’ most recent clickstreams, and update the models at regular intervals (e.g., every month). Our hypothesis is that users placed in the “inactive” cluster are more likely to turn completely dormant. Thus we can use the inactive cluster to predict future dormant users.

We validate this hypothesis by investigating whether users in the “inactive” cluster will migrate to the “dormant” cluster over time. To do so, we split our clickstream data by date into three snapshots: Oct.13–27, Oct.28–Nov.12 and Nov.13–26. Then we generate behavioral clusters for each snapshot. The inactive cluster can be easily pinpointed within each snapshot based on selected activity patterns (i.e., notification events). Also, we consistently find the following sub-structures within the inactive cluster: a big “dormant” cluster in which users have zero active events, alongside several “semi-dormant” clusters in which users are occasionally active.

In Table 4, we compare clusters from two adjacent snapshots to determine the likelihood of users migrating into the dormant cluster. The results confirm our hypothesis: Users in semi-dormant clusters are more likely to migrate to the dormant cluster than others. For example, 17% of semi-dormant users in snapshot-2 end up in the dormant cluster in snapshot-3, while only 1.1% of other users do so. Users already within the dormant cluster are highly likely to remain there through future snapshots (94%-99%). This result shows that our behavioral models can successfully track and predict the dormancy of Whisper users. It allows service providers to make timely interventions before losing user participation.

Case Study 2: Hostile Behaviors of Whisper Chatters

Next, we analyze Cluster#4, which contains 7026 users who tend to block other people during private chat. As shown in Figure 11, users in this cluster perform blocking actions much more frequently. 80% of users spend more than 10% of their total clicks on blocking events. In contrast, only 1% of users outside Cluster#4 achieve this ratio.

Next, we explore the possible causes to the blocking events. A private chat is initiated by the user who wants to talk to whisper authors. Our hypothesis is that users in Cluster#4 are more likely to post whispers which attract unwanted chatters to harass them. To validate this, we list behavioral statistics for users inside and outside Cluster#4 in Table 5. Users in Cluster#4 are more active in posting public whispers, which attract more hearts and replies from others (statistically significant based on Welch t-tests). These users are likely to experience harassment as a side effect.

Users may attract unwanted chat messages due to the topics they write about. We analyze users’ whisper content in Cluster#4 and find they often consist of sexually explicit messages (sexting). Table 6 lists top keywords from users in and outside Cluster#4. Keywords are ranked based on how strongly they are associated with the cluster. For each keyword, we compute a simple correlation ratio for ranking, as the number of whispers in Cluster#4 containing this keyword divided by the total number of whispers with this word. We exclude
common stopwords [5] and low frequency words to avoid statistical outliers. A mere glance at Table 6 reveals that Cluster#4 users are focused on exchanging sexual content. Terms like “20f”, “f”, “17” and “lesbian” indicate age, gender (f = female) and sexual orientation. Other frequently used words are associated with the exchange of nude photos (“trade”, “shower”, “nipples”) or more general erotic terms.

**Users Who Get Blocked.** Within Cluster#4, we find a subcluster of 1412 users who often get blocked by others (Cluster#4-2-1 in Figure 12). As shown in Figure 13, these users have more “being-blocked” events in their clickstreams. In the meantime, as members of Cluster#4, these users are also highly likely to block other users.

Then the question is how often blocks are “bidirectional”, i.e., user X blocks Y and then Y immediately blocks X. Unfortunately, our dataset cannot directly measure bidirectional blocks. For a blocking event, the known information includes the whisperID where two users chat, the userID issuing the block, but not the userID being blocked. Thus we take an approximation approach to match potential “bidirectional” blocks (as upper bound). For each user, we group her blocking and being-blocked events under the same whisperID as a pair if their time interval is within a short time window (e.g., one hour). This approximates immediate blocking back after getting a block. Figure 14 shows the matching result using time window as 1-hour. Users in Cluster#4, particularly in Cluster#4-2-1 have a higher number of paired blocking events. It is likely these users are easily offended or often offend other users during private chat, suggesting a strong hostile behavior. We also test 10 minutes and 1-day time window and have similar conclusion.

**Case Study 3: Renren Sybil Accounts**

Finally, we analyze the Sybil cluster in Renren (Cluster#2 in Figure 4). Our system groups Sybil accounts into one single cluster with high accuracy. 95% of true Sybils are clustered into the cluster and only 0.74% of normal users are misclassified. The selected features indicate Sybils are more likely to engage in sending friend requests. This makes sense because a Sybil must first befriend a user before accessing private information or spamming.

In addition, our system uncovers more fine-grained subclusters within the Sybil cluster, representing different attack strategies. Here we focus on the largest 5 (out of 8 subclusters), which encompass 99.36% of Sybil accounts. Table 7 shows their behavioral statistics. First, S3 appears to describe “crawlers” who specialize in collecting user information and photos for sale on the black market [17]. Second, S1, S2 and S4 all focus on “sending friend requests.” Sybils in S1 send requests in bulks via Renren’s friend recommendation system, resulting in a high volume of friend requests per day (25.13). On the other hand, Sybils in S4 tend to build social connections slowly (8.76 requests per day), possibly to avoid being detected. Finally, Sybils in S5 are likely to receive friend requests. The ratio of incoming friend requests over outgoing ones is notably higher (0.286) than other Sybil clusters (< 0.05). One possible explanation is that these Sybils are controlled by a single attacker to befriended with each other to bootstrap their social connections.

**EVALUATION: CLUSTER QUALITY**

Finally, we evaluate the quality of behavioral clusters produced by our system by examining how well they capture similar users. For this analysis, we compare our algorithm with existing clustering methods.

**Clustering Quality**

At the high-level, an effective clustering algorithm should accurately group similar users together while separating different ones. We evaluate the quality of our behavioral clusters by testing how well they capture similar users. More specif-
optionally, given a small sample of known users, how accurately can they retrieve other users of the same type?

**Experiment Setups.** We first explain our experiment method, using Sybil detection in Renren as an example. Suppose a small sample of Sibyls are known to us (x%). To detect the rest of the Sybil accounts, we use the known samples as seeds to color Renren’s behavioral clusters. Any cluster that contains a known Sybil will be colored as Sybil-cluster (un-colored ones as normal). We evaluate the accuracy using two metrics: Precision (percentage of users in Sybil-clusters that are true Sybil accounts) and Recall (percentage of true Sybils that are captured by Sybil-clusters). A higher precision and recall indicate a better clustering quality. We vary the parameter x (1%, 5%, 10%) and repeat each experiment 10 times.

To perform this experiment on Whisper dataset, we need to construct known groups of users. We use the two types of users identified in earlier analysis: Dormant users who have zero active events (16688 users) and Blocked users who have been blocked at least once in a private chat (68302 users).

**Comparison Baselines.** Our baselines are two widely used clustering algorithms: K-means [9] and Hierarchical Clustering (HC) [13]. We run both algorithms to cluster the full similarity graph (without feature pruning). At the high-level, K-means divides users into K clusters where each user is assigned to the nearest cluster (center). The number of clusters K must be pre-defined. Here we generate multiple versions of K-means clusters, and pick the K with the highest clustering quality (modularity). As a result, K-means generates 10 clusters on the Renren dataset and 10 for Whisper. In the same way, HC generates 7 clusters for Whisper and 2 clusters for Renren.

**Results.** First, for Sybil detection on Renren, our algorithm is highly accurate with a precision of 93% and a recall of 94% (1% ground-truth as seed) as shown in Figure 15(a). Using more seeds (e.g. 5%) produces a higher recall (99%) but reduces precision (82%). Nonetheless, the overall performance is better than K-means and HC (precision 67% and 61%). On the Whisper dataset, our algorithm achieves accurate results (98% precision, 100% recall) in identifying dormant users (Figure 15(b)). K-means and HC have a much lower precision (32% and 78%) with the same recall. Finally, all three algorithms achieve similar accuracy in detecting blocked users (73% precision and 99% recall). These results indicate that our system produces high quality clusters to capture similar users.

**CONCLUSION & FUTURE WORK**

In this work, we describe a practical clickstream tool to model online user behavior. Our tool captures complex human behaviors while presenting them in a simple and intuitive manner. For a given clickstream dataset, it automatically identifies clusters of users with similar clickstream activities, and captures the natural hierarchical structure for user clusters. With a visualization tool, service providers can explore dominating user behaviors and categories as an overview, while tracking fine-grained user behavioral patterns along each category. Our tool does not require prior knowledge or assumptions of user categories (unsupervised), thus it can effectively capture unexpected or previously unknown behaviors. We demonstrate its effectiveness using case studies on two large-scale online social networks. Our tool accurately identifies unusual behaviors (malicious Sybils, hostile users) and even predicts users’ future activities (dormant users). Finally, we shared our tool and results with the Whisper Data Science team. While we are awaiting more detailed comments, the initial feedback was extremely positive.

**Broader Applications.** We believe our proposed techniques are generalizable beyond online social networks. To obtain clickstream traces, service providers can extract “user events” from their HTTP logs. In this paper, we define user events based on social network features. For other services, specific events will depend on the service functionalities. For example, Wikipedia, News or Q&A sites [28] might extract events based on the category or topic of the pages. E-commerce web sites can define user events based on the functionality of the clickable links or product categories. Crowdsourcing sites can define click events based on the crowdsourcing workflow. In future work, we will explore broader applications of clickstream behavioral models, and expand our tool to other user-driven systems.
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APPENDIX – IMPLEMENTATION AND SCALABILITY

Our system is implemented in python, and runs on 9 servers (HP DL360P Gen8). For Whisper dataset (100K users), it takes about 58 hours to generate the complete behavioral clusters. For Renren dataset (16K users), it only takes 47 minutes. This performance is already sufficient for practical usage to build behavioral models on a weekly basis. Because these servers are a shared resource with other research teams, we only take 4 threads per server. Potentially, we can speed this up by increasing the server utility (e.g., 40 threads).

The major computational bottleneck is constructing the similarity graph where we compute pair-wise clickstream similarity. For a dataset of \( n \) users, the time complexity is \( O(n^2) \). To scale up the system for even larger datasets (e.g., 10 million), one cannot simply add more machines to handle the \( O(n^2) \) complexity. A promising approach is incremental clustering. The key idea is to take a small sample from a clickstream dataset to build the initial clusters (e.g., \( K \) clusters). Then we incrementally assign the rest of the users to existing clusters, based on their distance to the “centers” of existing clusters. In this way, we only need to compute each node’s distance to the \( K \) cluster centers. The time complexity becomes \( O(nK) \) where \( K \) is a small number. We leave the implementation and evaluation of this approach to future work.
