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Abstract

In current deep submicron (DSM) technologies, circuit de-
signers have to deal with some serious concerns including
signal noise, leakage effect, electromigration, scattering ef-
fects, variability, and many other circuit-level issues. The
problem is getting worse as we move further into the nan-
otechnology era. Among these, copper wires have been iden-
tified as one of the main limiting factor and error-susceptible
component due to its increasing resistance and lower reliabil-
ity at higher temperatures. To address this growing concern,
several alternative solutions have been proposed in the form
of optical interconnects and carbon nanotubes. While some
of the recent works have looked into the architectural impacts
of using optical interconnect, there has been no work to study
the implications of using carbon nanotubes in architectural
space. In this paper, we make a first attempt to present the ar-
chitectural impacts of using carbon nanotubes interconnect.
Specifically, we model the access time and energy consump-
tion of cache memory when implemented with carbon nan-
otubes and compare with a copper wire based cache imple-
mentation. We find that carbon nanotube based cache archi-
tecture has the potential to alleviate the problem of increasing
gap between processor cycle time and cache cycle time.

Keywords: Copper, Carbon nanotubes, CNT, wire, Inter-
connect, cache, capacitance, resistance, access time, energy

1 Introduction

Recently, there are many architecture-level concerns due
to the increasing gap between processor cycle time and cache
cycle time. Since the access time of a cache is mostly wire-
dominated, increasing wire delay [20] has raised some severe
concerns and it has increased the gap further between the pro-
cessor and cache cycle time. As aresult, there have been some
recent works addressing this growing problem of wire delay
in architectural domain. For example, in [13], it is shown that
not considering wire delay in the multicore systems may lead
to a non-optimal design solution. Also, in [2], the effect of
wire delay on instruction per cycle (IPC) is shown in super-
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scalar architectures. Similarly, in [24], the effect of wire delay
has been studied on simultaneous multi-threading (SMT) ar-
chitectures. Hence, architects will need to take care of wire
delay also as an important design parameter while designing
caches, memories, or multicore systems.

As we look deeper into the circuit level issues, we find that
as we slowly move from deep sub-micron technology to nan-
otechnology, the traditional design materials such as copper
will not be able to keep up, and we will need to look beyond
conventional materials for interconnect design. This is be-
cause of many signal noise and inductive effects, low thermal
reliability, and resistivity of copper wires. Due to these deep
circuit level issues, copper wires have become major limit-
ing factor in improving the performance of the system. Con-
stantly, wire delay is falling behind compared to the logic gate
delay [9]. This problem gets worse in the case of global and
intermediate wires, where wires need to cross a significant
distance on the chip. Hence, there is a need for some uncon-
ventional materials that can address this problem of wire de-
lays. Ideally, big chip industries who spend billions of dollars
for each new fabrication lab, would like to have some seam-
less integration of new interconnection materials as a possible
replacement for copper wires.

To reduce these architecture-level and circuit-level con-
cerns, recently there have been several alternative solutions
to alleviate these problems which include through-vias in 3-
D chips [16, 3], optical interconnects [12, 5], and carbon nan-
otubes (CNTs) [21, 17]. Among the possible solutions for
new interconnection materials, carbon nanotubes is found to
be a promising candidate and shown to work better than the
optical interconnect in some cases [5]. While there have been
some works in the architectural domain to study the impact of
optical interconnects, there has been no work on understand-
ing the impacts of using carbon nanotubes in architectural de-
sign. In this paper, we focus on the architectural impacts of
using carbon nanotubes. Specifically, we study the impact
of carbon nanotubes in cache design and compare the results
with copper wire based cache. From our findings, carbon nan-
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Figure 1: Resistivity increase from ITRS roadmap. There is a

steep increase in resistivity as we move into 32nm and lower
technology node.

otubes interconnect has the potential to reduce the problem of
cache access time and narrow the gap between processor cy-
cle time and cache access time.

The rest of the paper goes as follows. In the next section,
we provide a brief background on carbon nanotubes and com-
pare with copper interconnect for different technology nodes.
In Section 3, we describe how we implement the cache us-
ing CNT interconnects. We also describe how we update the
implementation of cache with new ITRS roadmap for copper
wires. Then, in Section 4 we show the effects of cache size
and technology on the cache access time for both CNT and
copper interconnects. We also present power-performance
tradeoffs while selecting the best design parameters for a par-
ticular cache design. Finally, in Section 5, we conclude.

2 Copper and Carbon Nanotube (CNT) Inter-
connects

In this section, we first look at the growing concerns of cop-
per wires in detail. Then, we provide the detailed description
on carbon nanotube interconnect and how it can address some
of the copper wire problems. At the end of this section, we
present a comparative study of copper and carbon nanotubes
wires for different technology nodes.

2.1 Cuinterconnect limitations

Although, in the past we have seen the replacement of alu-
minum wires with copper wires due to lower resistance, now
copper wires are going through the similar problems due to
the increasing resistivity and as a result, wire delay is becom-
ing serious concern among circuit designers and architects.
To understand the trend of increasing resistivity, we look at
the ITRS roadmap [11] and some of the past works [10].
From ITRS reports [11], we find that the copper resistivity for
future technologies is increasing at a very fast rate as shown
in Figure 1. We find that, the increase in resistivity is not
much when we move from 90nm to 32nm technology node,
but as we reduce the feature size further from 32nm, we see a
sharp resistivity increase. For example, increase in resistivity

Figure 2: Different mechanism to form vias and interconnect
using carbon nanotubes bundles [15][7]

is about 22% as we transision from 18nm to 14nm feature size
compared to about 14% when we move from 45nm to 32nm
technology node.

Besides increasing resistivity, the wire width is also shrink-
ing with newer technologies. That further increases the over-
all resistance, since resistance of a wire is inversely propor-
tional to the wire width. Therefore, even though wire length is
getting smaller, but decreasing cross section area and increas-
ing resistivity resulting in higher interconnect delay, which in
turn leads to serious architectural design concerns while de-
signing memory architecture [2] and multicore systems [13].
Next, we look at how carbon nanotubes can help to solve
these emerging interconnect problems.

2.2 Carbon nanotubes (CNTSs) interconnect

Recently carbon nanotubes (CNTs) are viewed as a poten-
tial replacement for copper wires due to its desirable prop-
erties such as high thermal conductivity, thermal stability,
and large current carrying capacity. As a result, there have
been some recent work on building CNT vias [6, 8] as also
shown in Figure 2. In a separate setting, horizontal carbon
nanotubes up to 18mm length have been grown [19]. While
CNTs can address several reliability problems arising in cop-
per wires [20], interconnect performance will also be neces-
sary for its near or future adoption as interconnection mate-
rial. To better understand the performance impact of using
carbon nanotube interconnect, we first present a brief back-
ground on carbon nanotubes and its different classifications.
Then, we present how some of the past works have calculated
the effective resistance and capacitance of carbon nanotubes
to understand the impact of CNTs on interconnect delay.

2.2.1 Characterization of CNTs

Single walled CNTs (SWCNTs) have better electron mean
free paths which makes them a good choice for being consid-
ered as interconnect. However, an isolated CNT usually has



much higher resistance and there have been past works which
have focused on using carbon nanotube bundles [21, 14, 4]
to reduce this resistance. When carbon nanotubes are used in
bundles, the large decrease in resistance leads to smaller in-
terconnect delay. CNT bundles can be further subdivided into
different classes based on the separation between the CNT
tubes with in a bundle. When the bundle is densely packed,
the number of nanotubes in the bundle increases which in turn
effectively decreases the overall resistance [21]. We focus on
the dense CNT bundles in this paper and for the rest of paper,
we will refer to dense carbon nanotube bundles as CNTs for
brevity for all of our performance comparison with copper.

2.2.2 CNTs Resistance

For an isolated CNT, the resistance usually comprises
of mainly three components: (1) Fundamental resistance
of 6.45k€) (2) Scattering resistance (3) Imperfect metal-
nanotube contact resistance. For wire length less than mean
free path of electrons (1um), the resistance is independent
of length. But for wire length greater than 1um, the resis-
tance increases with length due to scattering effects. Scatter-
ing resistance is the only component which is dependent on
length, while the imperfect contact resistance is independent
of length. Putting it all together, the resistance of an isolated
CNT wire (length > 1pm) can be written as shown in Equa-
tion 1.

RCNT =6.45 * (L/LO) + Rcontact in kQ
where, L = Length of wire
Ly = Mean free path of electrons in CNT
Reontact = Contact Resistance in kS)

ey

While the resistance of an isolated CNT is already in k{2s
for even shorter wires, CNT bundles have been shown to re-
duce this effective resistance by packing more CNTs in a bun-
dle. If we put more and more CNTs with in a bundle, the
resistance goes down further. Hence, dense CNTs bundles
have been shown to work better compared to sparse CNT bun-
dles [21].

The most important difference between the resistance of
copper wires and CNT interconnect is the dependence on wire
length. In case of copper wires, the resistance is proportional
to wire length. But with CNT wires, while one part of the re-
sistance is directly dependent on the wire length, but the large
imperfect contact resistance shadows the length-dependent
part of the resistance. This is specially true for local wires,
where CNT wires will not be very effective. When looking
further into contact resistance, we find that there have been
significant efforts recently to minimize the contact resistance.
Looking at some of the past works to find the value of contact
resistance, we find that there are results reporting a contact
resistance of about 1%¢2 on the lower end [1, 25] and up to
100£€2 on the higher end [23]. For our analysis, we take two

conservative values of contact resistance. For upper limit, we
select a value of 20k€) and for lower limit, we take a value
of 5k€). While 5k(Q is still higher for contact resistance, but
a further decrease in contact resistance is only going to make
CNTs better compared to copper.

2.2.3 CNTs Capacitance

Unlike CNTs resistance, CNTs capacity is directly depen-
dent on length. Hence, an increase in wire length will lead
to higher capacitance. While looking into many past works
to find the capacitance, we find that there are different mod-
els [17, 21]. In [21], a closed form equation is presented and
it has been shown that capacitance of bundle increases as we
pack more number of CNTs in bundles. In [17] capacitance
of dense CNT bundles is shown to be almost equal to copper
wires and will not be higher than the copper wires in the worst
case. Hence, we can take a conservative lower limit of CNT
capacitance as capacitance of copper wires. For upper limit,
we consider the results from [21].

Hence, for our analysis, we analyze two cases of CNT bun-
dles. In the worst case (Case 1), we take the contact resistance
to be 20k and capacitance from [21]. In the optimized case
(Case 2), we take the contact resistance to be 552 and CNT
capacitance is taken as copper wire capacitance [17].

2.3 Comparison of Cu and CNT interconnect

In this section, we present how copper and CNT intercon-
nects will perform as we move into future technologies. For
copper wire resistance and capacitance calculation, we use
the closed form equations from [27]. To do a fair comparison
with copper wire, we assume same wire width for both CNT
and copper wires for a given technology node. All the wires
widths, aspect ratios, resistivity, and dielectric constants are
obtained from ITRS roadmap [11] as we further explain it in
Section 3.

With the shrinking die size and feature size with newer
technology, some of the wires are also becoming smaller. For
example, as cache die area get smaller for a given cache size,
the wire length inside caches will also become smaller. But
there are still intermediate-level or global-level wires which
needs to travel a significant distance. This can happen when
we increase the cache size with each new technology and
wire may need to travel the same length if cache is given
the same real-estate budget inside the processor chip. Hence,
some intermediate/global wires will be of fixed length even
as we move into future technology. But most of the lo-
cal/intermediate wires will scale with technology. Therefore,
we present two case studies to compare copper wires with
CNT interconnect. In one case, we keep the wire length fixed,
and in the other we scale down the wire length as we move
further into deep sub-micron technologies and nanotechnolo-
gies. In the end, we show the effect of increasing wire length
for a fixed technology node. Then, we look at the combined
effects of these case studies in cache design in Section 4.
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Figure 3: RC-delay comparison of Copper and two cases of
Carbon nanotubes with changing technology. The wire length
is fixed to 50 pm for all technology nodes.
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Figure 4: RC-delay comparison of Copper and two cases of
Carbon nanotubes with changing technology. The wire length
is 100 pm in 90nm technology node and the wire length is
scaled for newer technology nodes.

2.3.1 Effects of technology on fixed length wires

We fix the wire length to 50 pm for different technology
nodes ranging 90nm to 18nm. We find the effective resis-
tance (R) and capacitance (C) of copper wires and two cases
of CNT bundles. We plot the RC-delay for these three cases
as shown in Figure 3. In x-axis, we vary the technology fea-
ture size from 90nm to 18nm, and y-axis shows the RC-delay
in ps. We find that the performance of copper wires lies in
between the two cases of CNT. But as we move into lower
feature size, the gap between the copper and CNT Casel is
decreasing and at 22nm and lower technology node, copper
is found to perform worse. CNT Case2 is found to do bet-
ter in all technologies and perform much better (more than
5x) compared to copper and CNT Case2. Hence, CNT has
the potential to serve the needs of fast interconnect in future
technologies.

2.3.2 Effects of technology on scaled wires

In this scenario, we scale the wire length as the feature size
decrease in current and imminent technologies. Initially, we
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Figure 5: RC-delay comparison of Copper and two cases of
Carbon nanotubes with changing wire length. The technology
node is fixed to 22nm in this case.

fix the wire length to 100 pm in 90nm technology and we
scale the wire accordingly. For example, in 22nm technol-
ogy node, the wire length will be reduced to about 24 um.
Using different lengths for different technology, we find the
resistance and capacitance of all three cases. Figure 4 shows
the RC-delay plot of all three cases when we change the fea-
ture size from 90nm to 18nm. We find that the delay of cop-
per wire is increasing even though the length of wire is de-
creasing. This is due to sharp increase in resistivity of copper
wires. But in case of CNT Casel, the delay goes down sig-
nificantly and found to do better than copper wires in 22nm
and lower technology nodes. Once again, the optimized CNT
Case2 performs much better compared to the two cases and
found to do 7-8 times better. Hence, for scaled wires as well,
CNT can effectively replace copper wires and reduce the gap
between logic gate delay and wire delay.

2.3.3 Effects of increasing wire length

Next, we see the effect of increasing wire length for a fixed
technology node. For this experiment, we fix the technol-
ogy node at 22nm and we vary the length of the wire from
1um to 50pm. We plot the RC-delay for all the three cases
in Figure 5. For all the three cases, we see increase in RC-
delay with increasing wire length as expected. But in case
of CNT Case2, the RC-delay is much better than copper and
CNT Casel. When comparing copper with CNT case 1, we
find that they are relatively close to each other. CNT Casel
is working slightly better compared to copper due to 22nm
technology node as shown earlier in Figure 3. We make use
of these results to understand the impact of CNTs and copper
interconnect in cache design.

3 CacheModdling

In this section, we explain how we model the cache mem-
ory using carbon nanotubes. Almost all cache designs have
six-transistors 1-bit SRAM cell as building block, where one
bit is stored by a pair of inverters and read/write operation



is controlled by the wordline. The sense amplifier is used to
sense the bit stored in the cell. The length of the wordline and
bitline wires are the main components, which affects delay
and power design constraints. A cache is usually divided into
sub-arrays to reduce the length of the wordline and the bitline,
which directly reduces the delay and power. Hence, to model
the cache design, we need the support of optimal cache parti-
tioning that will give us the best power-performance tradeoffs.
To do this analysis, we modify Cacti tool [18] and incorporate
the carbon nanotube interconnects, which is explained next.

3.1 CacheModeling Using Cacti

We now describe how we use Cacti tool to model CNT
interconnect based cache. Cacti [18], a powerful cache mod-
eling tool, has been widely used by architects to evaluate var-
ious on-chip cache designs. Initial version of this tool [26]
was designed in 0.80 um technology and only supported the
access time of set-associative caches. Over the years, there
have been several updates to Cacti and now it supports the ac-
cess time, power and area overhead of set-associative caches
and fully-associative caches as well. Recently, in the lat-
est version of Cacti (4.0) [22], support for leakage power
and read/write power has been added. Before this latest ver-
sion, Cacti used a “fudge factor” to approximate the effect of
changing technology which is an incredibly important fea-
ture for architects and has most certainly added to Cacti’s
longevity. But in latest version, Cacti has updated all its inter-
nal parameters for newer technology and also takes transistor
sizing into account as well.

Cacti subdivides the wordline and bitline in tag array, as
well as in data array to get the best cache partitioning. We
need to find out the best possible combination of subdivi-
sions in wordline and bitline for both data and tag array that
gives best area overhead, access time, and energy consump-
tion. By default, Cacti 4.0 uses an objective function to decide
the best combination by giving equal weights to area, delay,
and power. But, these weights can be changed if the designer
is specifically interested to optimize power and performance
at the expense of little larger area overhead.

3.1.1 Modeling cache with CNT interconnect

To model CNT interconnect, we need to identify all the ma-
jor wiring components inside the cache structure. Once we
identify all the main wires used to build the cache, we find
the length of those wires. Since the resistance of CNT bun-
dles is not directly proportional to wire length due to large
contact resistance, we need to find out the length of each wire
in our cache design to find the effective resistance and capac-
itance. Once we find the resistance and capacitance of these
wires, we feed these values to Cacti. Cacti combines these
results with the results of other circuit components results in-
cluding decoder, sense amplifier, comparator and multiplexer.
Then, we get the final access time and energy consumption of
cache when implemented with carbon nanotubes. There is

also one more important factor, the transistor sizing of driver
transistor which drives the wire load. Since, Cacti explores
the cache design space by extensively varying the divisions in
bitline and wordline, we get different length wires and hence
different loading effects on driving transistor. Hence, based
on CNTs interconnect capacitance, the transistor width is ad-
justed accordingly to take into account the loading effect of
CNT wires.

3.1.2 Updating Cacti for newer technologies

We find that while Cacti can provide good estimate of access
time and power in current technologies, but for future tech-
nologies (45nm and lower) there may be some errors in esti-
mation. This is mainly because there are many wire features
which are assumed to be constant inside Cacti for all tech-
nology nodes. For example, Cacti assumes that wire width is
1.6 times feature-size. While this assumption holds good for
some of the past and current technologies, it will not hold true
for future technology where wire width is coming in line with
feature size (1.0 * feature-size). Hence, we need to update
the wire width for both copper and CNT interconnects in our
cache analysis. Similarly, we find that the wire aspect ratio in
Cacti has an assumed constant value of 1.8, which will also
not hold as the wire aspect ratio is increasing further for inter-
mediate and global wires. For example, in 22nm technology
node, the aspect ratio for intermediate wires is found to be 2.0
from ITRS [11]. To do more detailed comparisons with other
assumed features inside Cacti, we collect all the relevant in-
terconnect information from ITRS for technology nodes up
to 18nm [11]. We tabulate these ITRS data in Table 1. The
table shows the wire pitch, wire aspect ratio, resistivity of
copper wire for local/intermediate/global wires and for dif-
ferent technology nodes. Wire pitch is usually two times of
wire width, since wire width and wire spacing are kept same.
In addition to these important wire features, we also include
the effective dielectric constant for copper wires which also
changes with newer technology nodes. Cacti also assumes a
constant value of Ci,¢q; Which is capacitance per microme-
ter. But we find that C,,,.¢,; decreases with newer technology
and we update Cacti so that it can better reflect the future
while comparing both copper and CNTs. Cacti also does not
take care of increasing copper resistivity. Consequently, we
also fix the value of resistance per micrometer parameter for
each technology node. Putting it all together, we modify Cacti
with ITRS data by setting the wire width, wire height for both
copper and CNT wires accordingly. And for copper wires, we
also fix resistance and capacitance by taking care of increas-
ing resistivity and decreasing dielectric constant.

4 Reaults

Using CNT based cache implementation, we analyze var-
ious cache configurations and compare the access time and
energy consumption with the traditional cache implemented
with copper wires. For CNTs, we consider two cases as ex-



Table 1: Relevant ITRS wire features for different technology nodes and for different types of wires

Feature Local wires Intermediate wires Global wires Effective
size wire pitch resistivity wire pitch resistivity wire pitch resistivity dieletric
in nm in nm aspect ratio | in ohm-nm in nm aspect ratio | in ohm-nm in nm aspect ratio | in ohm-nm constant
90 214 1.70 29.9 275 1.70 27.0 360 2.20 24.5 3.4
65 136 1.70 34.7 140 1.80 34.3 210 2.30 27.3 2.8
45 90 1.80 40.8 90 1.80 40.8 135 2.40 31.0 2.7
32 64 1.90 48.3 64 1.90 48.3 96 2.50 35.2 2.3
22 44 2.00 60.1 44 2.00 60.1 66 2.60 42.0 2.1
18 36 2.00 63.3 36 2.00 63.3 54 2.80 45.8 1.8
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Figure 6: Cache access time for copper and CNT intercon-
nect based cache implementation for different technology
nodes

plained earlier. The worst-case of CNT wire has a contact
resistance of 20 k€2 and capacitance is calculated from the re-
sults in [21] and we call this as "CNT Casel”. The optimized
case of CNT has a contact resistance of 5 k{2 and capacitance
is conservatively assumed as equal to copper wire capacitance
and we call this case as "CNT Case2”. For all the compara-
tive analysis, ITRS data has been used. Using our modified
Cacti tool, we look at the technology effects on cache access
time and energy consumption. We also vary the cache size for
a fixed technology and find how CNTs performs compared to
copper. Since, Cacti explores the design space extensively, we
look at all the design options and present power-performance
tradeoffs for copper and CNTs interconnect.

4.1 Technology Scaling

As the feature size is shrinking and technology is getting
better, copper wires are becoming the main limiting factor.
So, we look at the technology node from 90nm to 18nm to see
how CNTs perform compared to coper. We select a 256KB
4-way set-associative cache with one read-write port for this
analysis. Figure 6 shows the cache access time for differ-
ent technology nodes. From the Figure 6, CNT Casel is not
doing better than the copper wires, but the gap is decreas-
ing as we move towards the future technologies. We also
find that CNT Case?2 is doing much better compared to cop-
per wires and the performance is getting much better as we
move further into lower feature size. For example, a cache
implemented with CNT Case2 will be almost four times faster
than copper wires based implementation in 18nm technology

920
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Figure 7: Cache energy for copper and CNT interconnect
based cache implementation for different technology nodes

node. Hence, CNTs have the potential to solve the problems
with copper wires and become a possible interconnection ma-
terial in near future.

In Figure 7, we show the energy consumption of optimal
cache design for different technology nodes. We find that the
energy consumption for CNT Case2 and copper wires is very
similar because we use the same capacitance. But for CNT
Casel, we find that the gap between the energy consumption
of copper wires and CNT Casel is reducing due to better de-
crease in capacitance.

4.2 Increasing Cache Size

In this experiment, we fix the technology node to 22nm and
we vary the cache sizes from 8Kbytes to 1Mbytes. The asso-
ciativity is set to four and number of read/write ports is set to
one. We plot the cache access time for the optimal configu-
ration of a fixed cache size. Figure 8 shows the cache access
time in ns for different cache sizes. As we increase the cache
size, the access time of the caches is increasing for all three
cases, but not at the same rate. We can see that CNT Case2
again outperforms the copper wire and CNT Casel. The per-
formance of CNT Case2 is much better compared to copper
wires (more than 5-6 times) for larger cache sizes. While
CNT Casel is very close to the copper wires, it still does not
good as copper wires which shows that most of wire lengths
may be less than 50um since CNT Casel works better than
copper in 22nm technology for 50um wire length as shown
earlier in Figure 3.
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Figure 8: Cache access time for copper and CNT intercon-
nect based cache implementation for different cache sizes

For the same optimal cache configuration, we plot the en-
ergy consumption for different cache sizes in Figure 9. While
we should have expected similar behavior from CNT Case2
and copper wires, we find that it does not follow it exactly.
This is because Cacti optimizes the cache configuration based
on an objective function which is equally dependent on area,
delay, and power. Therefore, even though the capacitance is
same in case of CNT Case2 and copper wires, the access time
forces Cacti to select different optimal configuration for both
these cases. For CNT Casel, we find that energy consump-
tion is slightly higher than the copper wires for smaller cache
sizes, but it is much higher for IMB cache size. This may be
again due to objective function which selects the best optimal
design parameters. This motivates us to look at these various
design configurations that affects the power and performance
which we evaluate in the following subsection.

4.3 Power-performance Tradeoffs

In this section, we study the power-performance tradeoffs
of having different partitioning for a particular cache size.
Once again, we fix the cache size to 256 KBytes and associa-
tivity to four. We select the 22nm technology node to evaluate
the tradeoffs for using different number of splits in wordline
and bitline of data and tag array. By using different number of
splits in wordline and bitline, we can get an optimal partition-
ing of cache in terms of power and performance. We refer to
these splits as [Ndwl, Ndbl, Ntwl, Ntbl], where Ndwl and
Ndbl are the number of splits in wordline and bitline of data
array respectively. Ntwl and Ntbl represents the subdivisions
in wordline and bitline of tag array.

We find the access time and energy consumption by vary-
ing these parameters for copper and two CNT cases. Each
design point with different number of splits, takes a particular
amount of time to access the cache and consumes a particular
amount of energy. To understand these power-performance
tradeoffs, we plot the access time verses energy consumption
for all design points. To illustrate this, we show these design
points for CNT Case2 in Figure 10. We find that there are
only few pareto points which provides optimal access time
with a specific energy constraint. Hence, to find these pareto
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Figure 9: Cache energy for copper and CNT interconnect
based cache implementation for different cache sizes

points, we find the best achievable access time for a given en-
ergy budget. Based on this pareto-optimal analysis, we find
all the optimal design solutions and we connect these points
with pareto lines as shown in Figure 10 (shown as solid lines).
Any design configuration above this line will will not be an
optimal design since we can always get a better design solu-
tion on the pareto lines.

In Figure 11, we combine the results of all the three cases
to do a collective comparison. We find that pareto line of CNT
Casel is always above than of copper wires. Hence, we will
not be able to achieve better access time for a given energy
budget in CNT Casel compared to copper. To see the opti-
mal partitioning of cache design with copper and CNTs inter-
connect, we locate the optimal design points on pareto lines
and find corresponding subdivisions in wordline & bitline for
data and tag array. We show these points in the figure as
(energy, delay)[Ndwl, Ndbl, Ntwl, Ntbl]. As we look at
the three optimal design configurations (one from each case),
we find that Ndbl = 32 and Ntbl = 32 remains fixed for
all optimal design points. There are mainly changes in the
number of subdivisions in the wordline of data array. We find
that the value of Ndwl = 1 is least in CNT Case2, while it
is Ndwl = 8 in CNT Casel and Ndwl = 2 in copper wires.
Since the access time for CNT Casel is higher, Cacti tries to
get lower access time by splitting wordlines in data array and
the same behavior is seen in copper wires. Hence, for this
cache configuration, we find that the number of splits in the
wordline of data array have an important role in designing the
optimal cache configuration.

5 Conclusion

Due to increasing wire delay and less thermal reliability of
copper wires, carbon nanotubes have been identified as pos-
sible interconnect for future. While there have been some
studies to compare the performance of copper and CNT inter-
connect. But there has been no work to study the architectural
impact of using carbon nanotubes as a replacement of copper.
Since cache is one of most wire-dominated component inside
the processor, we present an architectural analysis of using
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Figure 10: Power-performance tradeoffs for CNT Case2
based cache implementation. The points represent all the
design points with an access time and energy consumption,
whereas the solid line connects all the pareto points and rep-
resents the pareto-line.

carbon nanotube interconnect in a cache design. We find all
the major wiring components inside cache structure and we
get the equivalent resistance and capacitance separately for
each wire and feed these results to Cacti (a detailed cache
model) to get the overall access time and energy consump-
tion. When compared with copper interconnect, our findings
show that access time of cache when implemented with CNT
interconnect is much lesser and it has the potential to reduce
the increasing gap between processor and cache cycle time in
future technologies.
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