ABSTRACT
Given a program with annotated task parallelism represented as a directed acyclic graph (DAG), the PYRROS project was focused on fast DAG scheduling, code generation and runtime execution on distributed memory architectures. PYRROS scheduling goes through several processing stages including clustering of tasks, cluster mapping, and task execution ordering. Since the publication of the PYRROS project, there have been new advancements in the area of DAG scheduling algorithms, the use of DAG scheduling for irregular and large-scale computation, and software system development with annotated task parallelism on modern parallel and cloud architectures. This retrospective describes our experience from this project and the follow-up work, and reviews representative papers related to DAG scheduling published in the last decade.
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1. INTRODUCTION
Directed-acyclic task graphs (DAGs) have been widely used for parallelism representation, performance modeling, code generation, and execution optimization of parallel programs. Earlier work in parallelizing compilers and runtime systems [21, 28, 6] adopted DAG-based task parallelism. The contribution of the PYRROS project was to develop fast scheduling algorithms for parallel code generation and resource management in dealing with a large task graph and taking communication cost into consideration. Experience from PYRROS demonstrates that scheduling and code generation systems can be built with low complexity to simplify parallel programming of complex parallel architectures, especially for coarse grain computation with many task components or irregular patterns.

During the last decade, the development in high performance computing infrastructures continues to present a formidable challenge for parallel programming. It is difficult for application users to fully harness the power of multi-core clusters or hybrid platforms with GPU accelerators or other co-processors. DAG-based codes have been suggested as a suitable candidate for exascale applications [1, 14] to exploit modern parallel and distributed architectures. New algorithms and techniques were developed for DAG-based computation execution on emerging architectures. We will give a short survey of those techniques as a retrospective on DAG scheduling in high performance computing.

1.1 The PYRROS system and follow-up work
PYRROS contains a task graph language with an interface to C and Fortran, allowing users to define partitioned programs and data; a scheduling system; a graphic displayer for visualizing task graphs and scheduling results; a code generator that inserts synchronization primitives and performs code optimization for distributed memory machines.

PYRROS uses the following multistep approach to fast scheduling: 1) Perform clustering using the Dominant Sequence Algorithm (DSC) [33]. 2) Merge and map the clusters to available physical machines. 3) Order the execution of tasks in each processor using the RCP algorithm [32]. The overall algorithm complexity is $O(e + vlogv)$ for a DAG with $v$ nodes and $e$ edges, and the near-linear complexity allows the system to handle a large task graph efficiently.

The experience learned from the PYRROS system is that an automatic system for scheduling and code generation is useful in many ways. If the scheduling is determined at compile time then the complex parallel architecture can be utilized better. A programmer does not have to get involved in low level programming and synchronization, and the parallel code generated or managed by such a system can provide better portability. The scheduling system can also facilitate performance prediction and comparison of different optimization strategies without actual code execution.

As a follow-up work to leverage DAG-scheduling for unstructured computation [10], we studied the use of PYRROS
scheduling for irregular code [20] and developed a software system called RAPID based on an inspector/executor approach for runtime parallelization [18, 17, 34]. RAPID provides library functions for specifying irregular data objects and tasks that access these objects, extracts a task dependence graph from data access patterns, and executes tasks efficiently on distributed memory machines. Additional research issues addressed were space/time-efficient DAG scheduling for better data locality and load balancing, the use of advanced hardware features for low-overhead asynchronous communication, efficient task-level synchronization protocols for maintaining data consistency, and runtime memory management for maximizing space reuse. The effectiveness of RAPID was demonstrated in parallelizing irregular problems with static or slowly changing dynamic computation patterns such as sparse matrix solving and the adaptive fast multipole method for n-body simulation. Using RAPID, we developed fast DAG-based parallel code for sparse LU factorization with partial pivoting and set up a new performance record [16, 15].

2. PROGRESS IN DAG-BASED PARALLELIZATION AND SCHEDULING
There has been a large body of active research on DAG-based parallelization and computation scheduling. We summarize a number of representative papers published during the last decade in the following three areas.

Algorithms and compilation support for DAGs. An earlier survey paper on DAG scheduling was by Kwok and Ahmad [24]. Cosnard et al. [11, 12] studied the compact representation and symbolic scheduling of DAGs to avoid the unrolling of dependence structure. Sinnen et al. [29] presented scheduling with task duplication under communication contention. Bozdag et al. [8] optimized the number of processors required in duplication-based scheduling. Vydyanathan et al. [31] presented DAG scheduling with task duplication in processing a stream of input data. Daoud and Kharma [13] considered the architecture heterogeneity in two-phase task scheduling.

Adve and Sakellariou [2] described parallelizing compiler techniques to automate the task graph constructions for the MPI code generated for a High-Performance-Fortran program. Baskaran et al. [4] discussed compile-time parallelization techniques in the Pluto system to enable dynamic extraction of inter-tile dependences at run-time, and dynamic scheduling of the parallel tiles on multi-core architectures. Bellens et al. [5] presented a programming model called CellSs with annotated functional parallelism. A source-to-source compiler generates the necessary code that builds a runtime task dependency graph and supports a locality-aware task scheduling.

Parallel programming and application experience with DAGs. The DAGuE system developed by Bosilca et al. [7, 14] targets at exascale parallel programming with annotated task parallelism. It uses a concise representation of the DAG to avoid task graph unrolling and reduce the memory usage. The algebraic representation of task dependencies extracts more potential parallelism, while still enabling out-of-order task execution.

Motivated by the need of exascale applications, Meng et al. [25] investigated the portability and scalability of DAG-based computation with the Uintah software on large computing infrastructures. Through their experimental studies, the authors indicate that the adaptive DAG-based approach provides a powerful abstraction for solving challenging multiscale multi-physics engineering problems on the three of the fastest computers appeared in the top 500 list of November 2012. Bueno et al. [9] developed a task graph based programming system called OmpSs that lets a user annotate a sequential application and provides semi-automatic parallelization to simplify programming on GPU clusters.

DAG parallelism on clouds and emerging architectures. Henzinger et. al [22, 23] discussed the DAG scheduling and resource management challenges, and developed a cloud programming and pricing model which considers the tradeoff of execution speed and price on a per-job basis. Tang et al. [30] considered handling of hardware and software failures in task graph scheduling for a grid computing system in which distributed scientific and engineering applications often require multi-institutional collaboration, large-scale resource sharing, and wide-area communication.

Hardware specialization is an important architecture direction to improve microprocessor performance and transistor energy efficiency. One key specialization technique is to map large regions of computation to the hardware with a spatial architecture paradigm. Mercaldi et al. [26] developed a practical DAG scheduling algorithm that generates efficient code schedules for tiled architectures. The scheduler decides where and when an instruction will execute. For example, placing dependent instructions on the same or adjacent tiles reduces producer-to-consumer operand latency. Nowatzkiy et al. [27] studied a scheduling framework usable for various spatial architectures.

One key challenge in high performance quantum computing research is to scale experimental quantum computers from a handful of quantum bits to a large number of quantum bits. Balensieder et al. [3] presented a set of infrastructure tools that enable the quantitative evaluation of architectures for quantum computers with thousands of quantum bits and billions of time steps. One of its tools is a device scheduler that maps an assembly source into a set of device-specific primitive operations for controlling a quantum micro-architecture. The ability to process billions of operations was critical in designing the scheduler. The paper considers a trade-off of optimality for speed and employs a variant of list scheduling [32].

3. CONCLUDING REMARKS
DAG scheduling is an important technique for software tools, compilers, and runtime systems in optimizing the use of parallel computing resource. Our earlier theoretical study on task granularity [19] shows that scheduling needs to take communication overhead into account especially for distributed memory architectures. Fast scheduling heuristic algorithms can attain good performance in solving the resource optimization problem. Those scheduling techniques can be practical with an integration of a software system that aids task graph description or derivation and manages code generation and runtime support for executing DAG computation. Such systems are critical for supporting large-scale scientific and data-intensive applications in the current and future high performance computing platforms.
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