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Abstract—High-throughput “next generation” genome sequencing technologies are producing a flood of inexpensive genetic information that is invaluable to genomics research. Sequences of millions of genetic markers are being produced, providing genomics researchers with the opportunity to construct high-resolution genetic maps for many complicated genomes. However, the current generation of genetic mapping tools were designed for the small data setting, and are now limited by the prohibitively slow clustering algorithms they employ in the genetic marker-clustering stage. In this work, we present a new approach to genetic mapping based on a fast clustering algorithm that exploits the geometry of the data. Our theoretical and empirical analysis shows that the algorithm can correctly recover linkage groups. Using synthetic and real-world data, including the grand-challenge wheat genome, we demonstrate that our approach can quickly process orders of magnitude more genetic markers than existing tools while retaining — and in some cases even improving — the quality of genetic marker clusters.

I. INTRODUCTION

Genetic maps are essential for organizing DNA sequence information along chromosomes, and they enable diverse applications of genetics to problems in health, agriculture, and the study of biodiversity. Early genetic maps were constructed using only a few hundred genetic markers (chromosomal regions with two or more sequence variants in a population), and with such limited data, their construction was accordingly computationally inexpensive. With the advent of inexpensive high-throughput “next generation” sequencing [1], however, it is becoming a simple matter to generate data corresponding to millions of genetic markers across a genome. This flood of data rules out many standard, slow genetic mapping algorithms and poses a new challenge: to produce accurate high-density genetic maps in a computationally efficient manner.

A genetic map is a linear ordering of genetic markers that is consistent with observed patterns of inheritance in a population. An essential concept is the linkage group which collects together markers that are found on a single chromosome. Genetic maps are therefore organized into multiple linkage groups, with the number of groups equal to the number of chromosomes in the species. Within a linkage group, there is a natural measure of proximity which arises from the linear structure of chromosomes and the mechanics of their transmission from generation to generation.

Given a pair of markers in the same linkage group, we can estimate their proximity on the chromosome by comparing their sequence across a mapping population of related individuals. This estimate is made based on the LOD score, a logarithm of odds that two markers are genetically linked, based on the similarities and differences across each individual’s genotype. The fundamental problem of genetic map construction is to take as input the sequences of $n$ related individuals at $m$ genetic markers, with low genotyping errors and often missing data (unknown genotypes of particular markers for particular individuals), and to organize these markers into linear chains that represent the structure of chromosomes.

The first step of genetic mapping involves clustering markers into linkage groups. This is traditionally performed by various standard clustering algorithms applied to a similarity graph of the markers. The similarity score between two markers can be a simple attribute comparison or a computationally intensive procedure, such as estimating the recombination rate of two genetic markers via nonlinear regression [2], [3]. On large datasets, computing the $O(m^2)$ pairwise similarities between all $m$ markers quickly becomes prohibitive. In addition, the abundance of missing entries in genome sequencing data makes it challenging to translate the LOD score into a distance function that respects the triangle inequality, a requirement imposed on the data by many popular fast clustering algorithms.

To the best of our knowledge, no faster clustering method than single linkage has been successfully applied to the linkage group finding phase of genetic mapping, resulting in a troublesome gap between the amount of sequence data available for analysis and the amount that can be efficiently processed by current mapping tools. The ordering stage of the genetic mapping pipeline can be solved efficiently using heuristics such as a minimum-spanning tree finding algorithm [3]. Our initial efforts at benchmarking the popular genetic mapping tools JoinMap and MSTMap revealed that the clustering stage is indeed a severe bottleneck to the genetic mapping process.

In this paper, we propose a fast clustering algorithm that circumvents the computation of all similarities by exploiting prior knowledge about the specific structure of the marker data: linkage groups (i.e., chromosomes) have an intrinsically linear substructure that remains reflected in the similarity measure. After sorting, the algorithm creates a specific sketch that respects both the geometry and quality of the data. We show correctness of the algorithm under mild assumptions, and our empirical evaluation on synthetic and real-world data demonstrates its scalability and accuracy in practice.
A critical LOD score \( \text{linklod} \) serves as the cut-off threshold for constructing clusters from \( m \) given data is obtained from the mapping population. Formally, we are given \( m \) markers measured across \( k \) into a (possibly unknown) number of clusters \( 1 \leq k \leq \mathcal{C} \). The algorithm exploits the structure of genetic linkage groups to solve the following problem: given \( m \) markers out of a population of \( n \) individuals, with a low genotyping error rate and a known missing data rate \( \mu \), cluster the markers into a (possibly unknown) number \( k \) of clusters. Each cluster represents one linkage group from the species whose sequence data is obtained from the mapping population. Formally, we are given \( m \) markers measured across \( n \) individuals in the mapping population and aim to find ordered, connected clusters (linkage groups) \( C_1, \ldots, C_k \). The entries of a marker feature vector \( x_i \) are individual genotypes at marker sites. In this paper, we will explain genetic marker clustering in terms of homoygous genotypes. Hence, the \( n \) entries of a marker feature vector can take only two values \( A \) and \( B \), or \( \cdot \cdot \cdot \) for missing values.

Linkage groups are typically constructed by single linkage clustering based on LOD score similarities. The LOD score is the logarithm of a ratio of odds that two markers are genetically linked. A critical LOD score \( \text{linklod} \) is estimated and serves as the cut-off threshold for constructing clusters from the single linkage dendrogram.

The LOD score for two markers \( x_i, x_j \) is
\[
\text{LOD}(x_i, x_j) = \log_{10} \left( \frac{1 - \theta}{0.5 \theta R} \right),
\]
where \( \theta = \frac{R}{NR + R} \) is the recombination fraction, \( R \) is the number of recombinant individuals between the two markers, and \( NR \) is the number of non-recombinant individuals. Thus the LOD score is the logarithm of odds that two markers are genetically linked, under a null hypothesis of independent assortment. It is easy to show from the definition above, that the LOD score takes on a minimum value of 0 over the interval \( 0 \leq \theta \leq 1 \) at \( \theta = 1/2 \) (where \( R = NR \)). The LOD score is symmetric about \( \theta = 1/2 \), taking on its maximum value of \( (R + NR) \log_{10}(2) \) at \( \theta = 0 \) (where \( R = 0 \)) and \( \theta = 1 \) (where \( NR = 0 \)). Note that \( R + NR \) is not necessarily equal to the number of individuals in the population, because the sequence data for either marker may be missing for a particular individual.

The LOD score is minimized at 0, and large positive values indicate that it is very unlikely that the markers happen to (either mismatch or) match in genotype for a large number of individuals by chance. Changes in population type (DH, RI, F2, etc.) only affect the computation of \( R \) and \( NR \) in the LOD calculation. Thus our algorithm generalizes to more complex populations. In other words, heterozygosity will not change the fact that we depend on the LOD score to evaluate marker-marker similarity.

We point out that the fixed order of genetic markers along chromosomes is a key property of the data. Exploiting this linear, one-dimensional structure enables us to design a specialized procedure for finding linkage groups that is faster than generic clustering algorithms. We use the LOD score to quickly build representative sketches of the structure of each cluster. These sketches enable us to efficiently assign each marker to its proper linkage group.

### II. Problem Definition

Computational tools for genetic mapping follow three phases: (1) grouping markers into linkage groups (typically chromosomes), (2) ordering markers within chromosomes and (3) map distance estimation (Fig. 1(a)). Current software tools, such as the popular MSTMap [3] and JoinMap [4], typically fail to scale beyond tens of thousands of markers, especially when there is a high missing data rate. Our initial benchmarks revealed that a severe bottleneck is the pairwise similarity calculation step in the linkage group construction phase, and we therefore focus on this bottleneck here.

We attempt to solve the following problem: given \( m \) markers out of a population of \( n \) individuals, with a low genotyping error rate and a known missing data rate \( \mu \), cluster the markers into a (possibly unknown) number \( k \) of clusters. Each cluster represents one linkage group from the species whose sequence data is obtained from the mapping population. Formally, we are given \( m \) markers measured across \( n \) individuals in the mapping population and aim to find ordered, connected clusters (linkage groups) \( C_1, \ldots, C_k \). The entries of a marker feature vector \( x_i \) are individual genotypes at marker sites. In this paper, we will explain genetic marker clustering in terms of homoygous genotypes. Hence, the \( n \) entries of a marker feature vector can take only two values \( A \) and \( B \), or \( \cdot \cdot \cdot \) for missing values.

Linkage groups are typically constructed by single linkage clustering based on LOD score similarities. The LOD score is the logarithm of a ratio of odds that two markers are genetically linked. A critical LOD score \( \text{linklod} \) is estimated and serves as the cut-off threshold for constructing clusters from the single linkage dendrogram.

The LOD score for two markers \( x_i, x_j \) is
\[
\text{LOD}(x_i, x_j) = \log_{10} \left( \frac{1 - \theta}{0.5 \theta R} \right),
\]
where \( \theta = \frac{R}{NR + R} \) is the recombination fraction, \( R \) is the number of recombinant individuals between the two markers, and \( NR \) is the number of non-recombinant individuals. Thus the LOD score is the logarithm of odds that two markers are genetically linked, under a null hypothesis of independent assortment. It is easy to show from the definition above, that the LOD score takes on a minimum value of 0 over the interval \( 0 \leq \theta \leq 1 \) at \( \theta = 1/2 \) (where \( R = NR \)). The LOD score is symmetric about \( \theta = 1/2 \), taking on its maximum value of \( (R + NR) \log_{10}(2) \) at \( \theta = 0 \) (where \( R = 0 \)) and \( \theta = 1 \) (where \( NR = 0 \)). Note that \( R + NR \) is not necessarily equal to the number of individuals in the population, because the sequence data for either marker may be missing for a particular individual.

The LOD score is minimized at 0, and large positive values indicate that it is very unlikely that the markers happen to (either mismatch or) match in genotype for a large number of individuals by chance. Changes in population type (DH, RI, F2, etc.) only affect the computation of \( R \) and \( NR \) in the LOD calculation. Thus our algorithm generalizes to more complex populations. In other words, heterozygosity will not change the fact that we depend on the LOD score to evaluate marker-marker similarity.

We point out that the fixed order of genetic markers along chromosomes is a key property of the data. Exploiting this linear, one-dimensional structure enables us to design a specialized procedure for finding linkage groups that is faster than generic clustering algorithms. We use the LOD score to quickly build representative sketches of the structure of each cluster. These sketches enable us to efficiently assign each marker to its proper linkage group.

### III. The BubbleCluster Algorithm

Algorithm 1 clusters in three phases: (1) perform an initial clustering \( C \) using high-quality markers (lines 1–17); (2) assign low-quality markers to their most likely cluster \( \mathcal{C} \in C \) (lines 18–22); and finally (3) merge unrealistically small clusters with large clusters (lines 23–25). This is a coarse-to-fine approach: it relies on a good clustering of reliable high-quality data points in Phase 1 as a skeleton to assign the low-quality points in Phase 2. Such a hierarchical approach relates to theoretically well-grounded clustering techniques like core sets [5], [6] or nearest neighbor clustering [7]. In Phase 3, we identify clusters which are too small to be considered true linkage groups. We attempt to merge all such clusters with the larger clusters from Phases 1 and 2.

Our algorithm takes four parameters as input: the threshold LOD score \( \tau \), the non-missing data threshold \( \eta \), a cluster size threshold \( \sigma \), and an odds difference threshold \( c \). The selection and significance of \( \tau \) and \( \eta \) will be explained in Section III-B. Briefly, \( \tau \) represents the LOD score that a marker must achieve with at least one representative marker, or sketch point, \( r_j \) in order to join the cluster that contains \( r_j \). Because missing data makes it impossible or very unlikely that markers with many missing entries will ever achieve a LOD score of \( \tau \), we use \( \eta \) to limit the number of missing entries allowed for markers included in Phase I of our algorithm. The \( \sigma \) input places a lower bound on the size of a cluster that the user expects could represent a true linkage group. The constant \( c \) determines whether the odds that a marker belongs to one particular cluster is much greater than the odds that it belongs to another cluster. For ease of reference, we provide a table of these and other variables that we refer to throughout the paper in Table I.

**Backbone Clustering.** The first, most important phase of the algorithm exploits the structure of genetic linkage groups...
for quickly ordering genetic markers. In Phase 1, we only process high-quality markers, that is markers with at least $\eta$ non-missing entries. The algorithm establishes clusters on the fly: each incoming point is either close to, and hence assigned, to an existing cluster, or it creates a new cluster. Two clusters are merged if they are “close” in genetic distance, i.e. if points on the boundary of the clusters obtain a LOD score greater than a given threshold $\tau$.

To avoid storing and comparing distances between a new point and all previous points, we only keep a representative sketch $R$ for each cluster $C$. To create and maintain sketches, we exploit the special linear structure of the data, illustrated in Fig. 1(b). The resulting sketch is therefore an ordered list of representative points (Fig. 1(c)) where for every point in $C$, there is a point $r(x)$ in $R$ with $LOD(x, r(x)) > \tau$.

For each incoming point $x$, we find the closest sketch point $r_{max}$. If $LOD(x, r_{max}) > \tau$, then $x$ is assigned to the cluster of $r_{max}$. Otherwise, it sprouts a new cluster (line 17). If $r_{max}$ is the only sketch point, $x$ becomes a new sketch point automatically. If not, we compare the LOD score between $x$ and the point $r_2 \in R$ immediately next to $r_1$ in the ordered list $R$, and the LOD score between $r_1$ and $r_2$ as illustrated in Figures 1(d) and 1(e): if $LOD(x, r_2) < LOD(r_2, r_1)$ and $LOD(r_1, r_2) < LOD(x, r_1)$, then $x$ extends the boundary.

When $x$ becomes a new sketch point, it extends $C_1$ in the linear dimension along which we assume the sketch points to lie. It succeeds $r_1$ and becomes a new end of $R_1$. Finally, we determine whether $x$ connects two clusters (line 16) by finding the nearest sketch point $r_{max}$ that is not in the cluster to which $x$ was assigned. If $LOD(x, r_{max}) > \tau$, then $x$ forms a bridge $r_{max}, x, r_{max}$ between the two clusters. When merging clusters, we also merge their sketches $R_1$ and $R_2$.

Low quality marker assignment. At the completion of Phase 1, we have an initial clustering $C$ of all the high-quality data points $x \in H$, along with their ordered sketches. In Phase 2 (lines 18–22), we rely on the sketches to assign the remaining low-quality markers $y \in X \setminus H$ to one of the existing clusters. We use a simple heuristic: for each low-quality marker, we find the difference between $l_{max} = LOD(y, r_{max})$ and $l_{max} = LOD(y, r_{max})$, where $r_{max}$ and $r_{max}$ are defined as above. If this difference is greater than a threshold $\epsilon$, then we add $y$ to the cluster $C_1$ containing $r_{max}$. Otherwise, we simply create a new, temporary singleton cluster containing only the point $y$. This choice of difference threshold means that the odds that $y$ belongs to cluster $C_1$ should be by a factor of $10^\sigma$ greater than the odds that $y$ belongs to any other cluster. Moreover, we only assign points to existing clusters for which we have high confidence in our assignment.

Merging small clusters with large clusters. At this stage, we rely on further assumptions about the underlying structure of our clusters, based on the following prior knowledge of true linkage groups: we know that each marker comes from exactly one linkage group, and that these groups tend to be relatively large. We attempt to merge all clusters $C$ with $|C|$ smaller than a user-specified $\sigma$ with larger clusters, by picking a random point within each small cluster and comparing its distance to all the sketch points $r$ in large clusters. If this point is found to lie within the threshold distance of a sketch point, then we

---

**Algorithm 1:** BubbleCluster Algorithm

| Inputs: $X = \{x_1, \ldots, x_M\}$, $\tau, \eta, c, \sigma$ | \begin{align*}
C &\leftarrow \emptyset; \quad R \leftarrow \emptyset; \quad /\!/ Lists of cluster and representative sets \\
\text{sort } X \text{ by increasing missing data;} &\quad \text{\}s.t. } r \in R_1 \in R; \\
H &= \{x_i \in X | \text{nonmissing}(x_i) > \eta\}; \\
\text{if } |H| = 0 \text{ then return } C, R; \quad /\!/ \text{Lists of cluster and representative sets} \\
\text{for point } x \in H \text{ in sequence do } &
\end{align*} |

| if $R = \emptyset$ then | define new cluster $C_1$; $C_1 \leftarrow \{x\};$
| define new rep. set $R_1$: $R_1 \leftarrow \{x\};$
| $C \leftarrow C \cup C_1,$ $R \leftarrow R \cup R_1$; |
| else | $r_{max} = \arg \max LOD(x, r)$ s.t. $r \in R_1 \in R;$
| if $LOD(x, r_{max}) > \tau$ then | $r_{max} = \arg \max LOD(x, r)$ s.t. $r \in R_1$;
| assign $x$ to cluster $C_1$: $C_1 \leftarrow C_1 \cup \{x\};$
| if isBdryPt($x, R_1$) then add $x$ to the correct end of $R_1$;
| if $LOD(x, r_{max}) > \tau$ then MergeRs($R_1, R_2$); MergeRs($C_1, C_2$); |
| else set up new cluster: | $C \leftarrow C \cup \{x\}, R \leftarrow R \cup \{x\};$
| $C \leftarrow C \cup \{x\}$, $R \leftarrow R \cup \{x\};$
| $C \leftarrow C \cup \{x\}$, $R \leftarrow R \cup \{x\};$
| for all $C$ in $C$ s.t. $|C| < \sigma$ do | pick a $c_i \in C$;
| if $LOD(c_i, r_k) > \tau$ for any $r_k$ in any $R_1 \in R$ then | MergeRs($C_1, C_2$); |

| $\tau$ | LOD threshold |
| $\eta$ | non-missing data threshold (applied to marker vector entries) |
| $c$ | cluster size threshold |
| $\epsilon$ | odds difference threshold |
| $\mu$ | population size (number of individuals in the mapping population) |
| $\sigma$ | missing data rate in the dataset |
| $\xi$ | number of clusters |
| $\rho$ | population size (number of markers in the mapping population) |
| $\sigma$ | number of non-missing entries in a particular marker vector |
| $\rho$ | number of representative points aka sketch points |
| $\epsilon$ | error tolerance for mitsassignment of markers to clusters |
| $\tau_{max}$ | number of non-missing entries in a particular marker vector |

| TABLE I. | LIST OF PARAMETERS/VARIABLES USED |

for the boundary of the clusters obtain a LOD score greater than a given threshold $\tau$. Talk about the use in Phase 1.
merge the small cluster with the large cluster. We can estimate \( \sigma \) based on the number of markers and the number of expected linkage groups – \( \sigma \) is the largest cluster size that the user would consider too small to be a true linkage group.

**Running time:** The BubbleCluster algorithm runs in time \( O(m \log(n) + mr) \) for \( m \) markers and \( r \) sketch points. If we have chosen a threshold less than \( \text{LOD}_{\text{max}} \), which is the maximum achievable LOD score between any two markers in our dataset (and is bounded by \( n \log_{10} 2 \)) then the number of sketch points is bounded by the number of uniquely identifiable locations in the genome, which we refer to as bins\(^1\) and whose number we denote with \( b \). For a fixed number \( k \) of chromosomes in the organism and \( n \) individuals in the mapping population, the number of bins is proportional to \( n \) and \( k \): \( b = O(nk) \) [8]. Thus \( r = O(kn) \). For the organisms of interest in our work, under typical experimental conditions, the number of bins is in the thousands. In our experiments, the number of sketch points never exceeded 7\% of the linkage group size, and was in fact much lower than \( nk \).

A. Correctness of the Algorithm

We make the following assumptions on the true underlying linkage groups \( C'_1, \ldots, C'_k \) that are roughly reasonable for real data.

A1. Separation: there exists a \( \lambda_{\text{sep}} > 0 \) such that for any \( C'_a \) and any two points \( x \in C'_a, y \notin C'_a \), it holds that \( \text{LOD}(x, y) < \lambda_{\text{sep}} \).

A2. Connectedness: there exists a constant \( \lambda_{\text{conn}} \) with \( 0 < \lambda_{\text{sep}} < \lambda_{\text{conn}} \) such that for every \( C'_a \) and each \( x_1, x_2 \in C'_a \), there is a path of points \( y_1, \ldots, y_m \in C'_a \cap \mathcal{H} \) with \( \text{LOD}(x_1, y_1) > \lambda_{\text{conn}}, \text{LOD}(y_m, x_2) > \lambda_{\text{conn}} \) and \( \text{LOD}(y_j, y_{j+1}) > \lambda_{\text{conn}} \) for all \( 1 \leq j \leq m \).

A3. Local linear ordering: If for three points \( x_1, x_2, x_3 \in C'_a \), \( \text{LOD}(x_1, x_2) > \lambda_{\text{conn}} - \delta \) and \( \text{LOD}(x_2, x_3) > \lambda_{\text{conn}} - \delta \) for some \( \delta > 0 \), then the true order of these points is \( x_1, x_2, x_3 \) if and only if \( \text{LOD}(x_1, x_2) < \text{min}(\text{LOD}(x_1, x_2), \text{LOD}(x_2, x_3)) \).\(^2\)

**Lemma 3.1:** If \( \lambda_{\text{conn}} > \tau \geq \lambda_{\text{conn}} - \delta > \lambda_{\text{sep}} \) and if A1-A3 hold, then the algorithm identifies the correct clusters for all points in \( \mathcal{H} \) within one pass over the sorted data.

**Proof:** First, the following invariant holds throughout and after Phase 1: any existing cluster \( C'_a \) is a subset of a true cluster, i.e., \( C'_a \subseteq C'_b \) for some \( \beta \). When a cluster is created, it consists of one point and therefore certainly is contained in a single true cluster. If a new point \( x \) gets added to \( C'_b \), that point is within a LOD score of \( \tau > \lambda_{\text{sep}} \), and hence by A1, \( x \) and \( \text{LOD}(x, \max) \) must be in the same true cluster. Two clusters are merged only if there is a path \( (\text{max}, x, \text{max}) \) between them, and a LOD score of at least \( \tau \) at each hop. By A1, these clusters must therefore belong to the same true cluster.

Second, we see that if \( C'_a \subseteq C'_b \) and \( C'_b \subseteq C'_\beta \), then \( \alpha = \beta \), i.e., no true cluster is split: If \( C'_b \) was split, then, by A2, there would be points \( y_a \in C'_a \) and \( y_b \in C'_b \) with \( \text{LOD}(y_a, y_b) > \lambda_{\text{conn}} \). Let \( y_{\alpha} \) be the point that \( y_{\alpha} \) was assigned to, and \( r_{\beta} \) the point that \( y_{\beta} \) was assigned to. Then \( \text{LOD}(y_{\alpha}, y_{\beta}) > \tau \) and \( \text{LOD}(r_{\beta}, y_{\beta}) > \tau \). Without loss of generality, let us assume that \( y_{\alpha} \) was encountered after \( y_{\beta} \) by the algorithm, and that \( y_{\alpha} \) is the closest point (highest LOD score) to \( y_{\beta} \) in \( C'_a \). Then, \( y_{\alpha} \) must be a boundary point when it is added to its cluster. To see this, consider 2 cases:

(i) \( r_{\alpha} \) is the only sketch point in its cluster at the time \( y_{\beta} \) is seen. In this case, \( y_{\alpha} \) automatically becomes a new representative point.

(ii) There are other sketch points in the cluster of \( r_{\alpha} \). By the way we merge clusters, there must be at least one sketch point \( r_{\alpha}' \) with \( \text{LOD}(r_{\alpha}', r_{\alpha}) > \tau \). Since \( \text{LOD}(y_{\alpha}, r_{\alpha}) > \text{LOD}(y_{\alpha}, r_{\alpha}') > \text{LOD}(y_{\alpha}, r_{\alpha}) > \tau \), and \( \text{LOD}(r_{\alpha}', r_{\alpha}) > \tau \), then by A3 \( y_{\alpha} \) will be made a boundary point when it is encountered. Since \( y_{\alpha} \) is a boundary point, then when \( y_{\beta} \) is encountered, its LOD score will be highest with the sketch points \( r_{\alpha} \) and \( y_{\beta} \), with both of these LOD scores above \( \tau \). Hence, \( C'_a \) and \( C'_b \) will be merged.

In the presence of high missing data rates, the algorithm still provably achieves perfect precision but not perfect recall.

B. Parameter selection

In theory and in practice, the LOD threshold \( \tau \) and nonmissing data threshold \( \eta \) will affect both the running time and the accuracy of our algorithm. In this section, we show that \( \tau \) and \( \eta \) are interdependent, and we explain how we choose \( \tau \) and \( \eta \) given a population size \( n \) and a missing data rate \( \mu \). The effect of \( c \) and \( \sigma \) is easily explained and will be addressed at the end of the section.

Recall that a marker must achieve a LOD score above \( \tau \) with a representative point in order to join that representative point’s cluster, and that \( \eta \) limits the number of missing entries a marker vector can have in order to be included in the high-quality marker set \( \mathcal{H} \). Our choices of \( \tau \) and \( \eta \) were made to maximize the probability that each marker will be assigned to the correct cluster (set the LOD threshold \( \tau \) high enough), but also to include enough points in \( \mathcal{H} \) to build a reliable sketch of each cluster (set the nonmissing threshold \( \eta \) low enough).

Suppose that the number of observed entries \( n_{\text{hm}} \) in a marker \( x_i \) is less than the number of observed entries in another marker \( x_j \). As the number of nonrecombinant individuals \( NR \) in this pair of markers \((x_i, x_j)\) approaches \( n_{\text{hm}} \), the maximum achievable LOD score for this pair approaches \( n_{\text{hm}} \log_{10} \frac{1}{0.5} \) (by the definition of the LOD score in Section II):

\[
\lim_{NR \rightarrow n_{\text{hm}}} \log_{10} \left( \frac{1 - \frac{R}{R + NR}}{0.5^{R+NR}} \right) = n_{\text{hm}} \log_{10} 2
\]

Thus, the maximum achievable LOD score for a marker is dependent upon the number of nonmissing entries in that marker. For a LOD threshold \( \tau \), if \( n_{\text{hm}} \leq \frac{\tau}{\log_{10} 2} \) in \( x_i \), then line 12 will evaluate to false for any choice of \( r_{\text{max}} \). We want to set \( \eta \) high enough to prevent an overabundance of clusters from sprouting, which would necessarily raise the number of representative points and hurt efficiency – thus \( \eta \) should be at least \( \frac{\tau}{\log_{10} 2} \).

\(^1\)Many markers may map to the same location on a chromosome.

\(^2\)This assumption is supported by the fact that the recombination fraction between markers very close together on the chromosome is a reliable estimate of genetic distance [9,10]
We can be even more aggressive in limiting missing entries in the high-quality set, however. Given a missing rate $\mu$, and a marker $x_i$ with $n_{\text{nm}}$ non-missing entries, we expect the number of non-missing entries $x_i$ shares with any other marker will be: $E[\text{shared nonmissing entries}(x_i)] = (1 - \mu)n_{\text{nm}}$. Thus if

$$(1 - \mu)n_{\text{nm}} > \tau / \log_{10} 2 \Rightarrow n_{\text{nm}} > \tau / (1 - \mu) \log_{10} 2$$

then we expect $x_i$ to achieve a LOD score greater than the threshold $\tau$ with at least one other marker $x_k$ in the high-quality set. If the structure of each cluster is indeed approximately linear, then we expect that the sketch point $r$ nearest $x_i$ will also achieve a high LOD with $x_i$, allowing $x_i$ to be placed in the appropriate cluster. If, on the other hand, $n_{\text{nm}} \leq \tau / (1 - \mu) \log_{10} 2$, we can choose to eliminate $x_i$ from $\mathcal{H}$ because it is unlikely that $x_i$ will score higher than $\tau$ with any sketch point.

Here the interplay between the efficiency and accuracy of our algorithm becomes apparent. For a high missing data rate, the gap between $\lambda_{\text{conn}}$ and $\lambda_{\text{sep}}$ may be small, and $\tau$ must be set very high. If $\tau$ is greater than $\lambda_{\text{sep}}$, we can guarantee perfect precision, but we may eliminate so many markers from the high-quality marker set that we will not have enough markers to guarantee coverage of all clusters, resulting in low recall. Therefore, with a high missing data rate we seek to minimize the probability that we assign a marker to the wrong cluster, allowing $\tau$ to be less than $\lambda_{\text{sep}}$. Let $p$ represent this probability:

$$p = P(\text{LOD}(x_i, x_j) > \tau|x_i \in C_i, x_j \in C_j, i \neq j)$$

By the definition of the LOD score, $p \leq 1/10^\epsilon$. Let $n_{\text{comp}}$ be the number of LOD comparisons that we make in line 12 of our algorithm. The probability that we make no mistakes in assigning a marker to its cluster is then:

$$P(\text{no mistakes}) = (1 - p)^{n_{\text{comp}}}$$

Therefore, to ensure that $P(\text{no mistakes}) > 1 - \epsilon$ for $\epsilon > 0$, we need:

$$(1 - 1/10^\epsilon)^{n_{\text{comp}}} > 1 - \epsilon$$

$$\Rightarrow \tau > \log_{10} \left( \frac{1}{1 - (1 - \epsilon)^{1/n_{\text{comp}}}} \right)$$

Recall that bins are uniquely identifiable locations on the genetic map, and their number $b$ is $O(kn)$ for $k$ linkage groups and $n$ individuals in the mapping population. An upper bound on $n_{\text{comp}}$ is thus $\binom{b}{2}$, corresponding to the grossly pessimistic situation where every bin is represented by a representative point, and the LOD score must therefore be evaluated once for every bin pair. Although this is a worst-case scenario, we can use this upper bound to estimate $\tau$ given an $\epsilon > 0$.

Our selection of $\tau$ and $\eta$ is thus a balancing act, where we want to ensure that $\tau$ is high enough to guarantee a high $P(\text{no mistakes})$, but at the same time is not so high that a large fraction of our data would be excluded from Phase 1, which we rely on to build a sketch of each cluster. For example, if we are given a population size of $n = 300$, we expect $k = 10$ linkage groups, and we want to achieve $P(\text{no mistakes}) > 0.99$, then

$$\tau > \log_{10} \left( 1/1 - 0.99^{1/(\binom{300}{2})} \right) = 8.6509 \text{ would achieve perfect precision with 99% confidence. Given a missing data rate } \mu = 35\%, \text{ we require } n_{\text{nm}} > 8.6509/(0.65) \log_{10} 2 = 44.2117,$$

so we would set $\eta$ to 44. If $\mu = 65\%$, then by the same calculation we would require $\eta \geq 82.1076$. If this choice of $\eta$ excludes too many markers from $\mathcal{H}$, we might choose to either raise $\epsilon$ or allow less-than-perfect precision (achieve a low $P(\text{number of mistakes} > \text{constant})$) in exchange for greater coverage of the linkage groups by the markers in $\mathcal{H}$. In practice, we achieve extremely high precision as well as recall using these crude estimates.

Although $c$ and $\sigma$ also influence the resulting cluster quality, their effect is quite obvious. Higher $c$ values prevent markers with many missing entries to be assigned to any cluster, resulting in more small clusters in the output. These small clusters can be left out of the final genetic map assigned to larger clusters by more careful analysis by the user. Similarly, high values of $\sigma$ can cause unnecessary comparisons to be made between large clusters that already represent linkage groups, while extremely small values may miss the opportunity to merge small clusters with larger clusters.

### C. Related Work

Several computational tools exist for the construction of genetic linkage maps, as explained in the survey by Cheema and Dicks [8]. Since then, OneMap [11] and Lep-MAP [12] have also been proposed. All these tools, without exception, perform all-pairs comparisons among markers, making them unsuitable for datasets with millions of markers. Structural clustering methods that have been applied to genetic mapping include connected components [13], [14], [3] and single linkage clustering [15]. Differently from single linkage, we construct and merge clusters on the fly, requiring only one pass through the data after sorting.

General compressed representations for clustering problems have been addressed by core sets [5], [6], and by hierarchical re-clustering ideas for streaming and distributed clustering [16], [17]. As opposed to general sampling techniques, we extract a problem-specific representative core set deterministically within one pass, and exploit the specific structure of the marker data.

Our algorithm maintains an ordering of the dataset that is similar in spirit to the OPTICS [18], DBSCAN [19], or BIRCH [20] algorithms. However, our algorithm is not density based. Applying density-based approaches to genetic marker data would be difficult if not impossible, due to the lack of a distance metric with which to compute inter-marker distances. The challenge is converting the LOD similarity score into a valid distance metric which respects the triangle inequality. We cannot use density-based approaches which rely on the notion of an “$\epsilon$–neighborhood” around data points in order to find a dense region of the space in which the data lie.

Our algorithm uses several representative points to provide an accurate coverage of the underlying cluster. In that sense, our approach is closest to the CURE algorithm [21], which also maintains representative points. The specific insight we draw from the genetic mapping problem enables our algorithm to maintain a better performance bound than CURE’s $O(n^2 \log n)$ bound, and allows us to prove correctness with mild assumptions.
IV. EMPIRICAL EVALUATION

We compare our algorithm to two popular genetic mapping tools: JoinMap and MSTMap. We also provide a comparison with PIC, a spectral clustering approach [22]. Most of the experiments were run on Neumann, a quad-core server with AMD Opteron 8378 Processors running at 2.4GHz. Because JoinMap requires the Windows OS, experiments with JoinMap were performed on a Windows desktop with Intel 2.93GHz Core 2 Duo processors. Our code was written in C++ and compiled with gcc 4.4.7. All experiments are single threaded and use a single core.

A. Data

We evaluate BubbleCluster on both real and synthetic datasets. The first dataset, barley, consists of 65,357 genetic markers from a population of 90 individuals with 20% missing data. This species of barley has 7 true linkage groups. The second, larger switchgrass dataset of 548,281 genetic markers comes from a population of 500 individuals (with some replicated individuals for better coverage), with 65% missing data and 18 true linkage groups. Due to its size, previous clustering efforts on this data focused only on the 113,326 highest-quality markers. We cluster both the 113K subset of markers and the complete 548K dataset in our experiments to demonstrate the scalability of our algorithm. Our third timing result on real data is for the grand-challenge wheat genome, containing 1,582,606 markers from a population of 88 individuals and 21 true linkage groups with 39% missing data entries. We do not report accuracy results on wheat because single-linkage clustering failed to provide a golden standard result to compare to after a week of computation given all our resources.

For scaling studies, we rely primarily on synthetic data generated by the Spaghetti software, which simulates genetic marker data with real-life complications [23]. In particular, we created datasets for a range of missing data rates, from 0 to 65%. We varied the number of markers from 12.5K to 400K, doubling the size at each increment. The population size was fixed at 300, the sequencing error rate at 0.1%, and the number of linkage groups at 10 in all experiments.

B. Evaluation Metric

We use the overall $F$-score to evaluate the quality of each clustering. The $F$-score ranges from 0 (no correspondence) to 1 (perfect match), and evaluates a test cluster $C_i$ with respect to a “golden standard” cluster $G_j$ in terms of precision and recall [24]. Formally, if $G_j \in \mathcal{G}$ is a golden standard cluster, then the $F$-score for a test cluster $C_i$ with respect to $G_j$ is defined as: $F(G_j, C_i) = \frac{2p_{ij}r_{ij}}{p_{ij}+r_{ij}}$, for recall $r_{ij} = \frac{|C_i \cap G_j|}{|C_i|}$ and precision $p_{ij} = \frac{|C_i \cap G_j|}{|G_j|}$. The overall $F$-score is a normalized, weighted sum of the $F$-scores for each golden standard cluster $G_j \in \mathcal{G}$: $F(G, C) = \frac{1}{m} \sum_{j=1}^{k} \max_{i=1,...,l} F(G_j, C_i)$, where $k$ is the number of true clusters, $l$ is the number of test clusters, and $m$ is the total number of datapoints. "True" clusters are generated directly in simulated data experiments; for real data, if assumption A1 holds, then single linkage clustering will provably find the correct clusters given a threshold $\tau > \lambda_{sep}$. We thus rely on the outcome of single linkage clustering to measure accuracy on real data.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Markers</th>
<th>BubbleCluster</th>
<th>F-score</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barley</td>
<td>64K</td>
<td>0.99993</td>
<td>15 sec</td>
<td></td>
</tr>
<tr>
<td>S-grass</td>
<td>113K</td>
<td>0.99745</td>
<td>8.9 min</td>
<td></td>
</tr>
<tr>
<td>Wheat</td>
<td>1,582K</td>
<td>0.99894</td>
<td>1.9 hrs</td>
<td></td>
</tr>
</tbody>
</table>

Table II. Clustering performance on barley, switchgrass, and wheat from the joint genome institute using BubbleCluster. MSTMap and JoinMap are unable to cluster data sets at this scale.

C. Results

Table II summarizes the running time and $F$-score on the real data sets. A LOD threshold of $\tau = 8$ with nonmissing data threshold $\eta = 66$ was used to cluster the 65K barley dataset; for switchgrass, we used thresholds $\tau = 20$ and $\eta = 132$; for wheat, we fixed $\tau = 9$ and $\eta = 44$. The $c$ parameter was set to 5, and $\tau$ to 100, in all experiments. Our selection of $\tau$ and $\eta$ was based on two objectives, as explained in Section III-B: (1) maximize the probability that each marker is assigned to the correct cluster, but at the same time (2) ensure that Phase 1 contains sufficiently many markers to build a reliable sketch of each cluster. No mapping tool we know of, including the popular MSTMap or JoinMap, has been successful in clustering genetic marker datasets at this scale.

Table II demonstrates that we achieve very accurate clusters in $O(m \log m)$ time for $m$ markers, a significant improvement over the $O(m^2)$ algorithms used by other genetic marker clustering tools. We emphasize that these datasets come from real-world sequence data, where missing data entries do not have a simple known distribution. Nonetheless, our algorithm recovers the linkage groups with both precision and recall above 97%. We omit comparisons with MSTMap on all but the smallest dataset of 64K markers, where it took MSTMap almost a week to ultimately place all the markers in the same cluster. The clustering accuracy of the recently sequenced wheat genome, with 1.582 million markers, has been independently validated in a recent study [25]. In summary, our algorithm achieves very high accuracy at fast running times.

Table III underscores our ability to outperform existing genetic clustering methods as well as more general clustering methods applied to synthetic genetic marker data. Even on relatively small datasets, where JoinMap and MSTMap complete the clustering stage in a reasonable amount of time, we achieve identical $F$-scores as those methods, but within a fraction of the time. In fact, the results are slightly biased in favor of JoinMap. Although this tool will automatically construct the single-linkage dendrogram from an input data matrix, the user must select which dendrogram edges to cut in order to produce the final clusters. We selected the edges that resulted
in the best clustering based on our prior knowledge of the simulated linkage groups. The time reported is only the time for generating the JoinMap dendrogram.

The best run out of several re-runs with different counts of pseudo-eigenvectors for the PIC algorithm is reported in Table III. The clustering was performed using k-means++ [26] on the data projected onto the two-dimensional space spanned by two pseudo-eigenvectors. This procedure performed empirically the best. We include the running time of PIC given the similarity matrix as input, and indicate the $O(m^2)$ time required to construct this matrix in parentheses. The inability of PIC to produce competitive results in terms of clustering quality motivates the need for a more application-specific approach in this domain. We point out the drawbacks in applying general clustering methods to a problem with missing data, a similarity function that cannot be expressed as an inner product, and an underlying structure that can only be exploited if the application-specific problem is well understood.

Our ability to scale, while simultaneously making use of more data availability, is demonstrated in Fig. 2. Here, we increase the size of our synthetic dataset from 12.5K to 400K genetic markers. We report the clustering quality for both 35% and 65% missing data in terms of the errors we make; the error is reported in terms of $(1 - F$-score) for each (dataset size, missing data rate) pair (left-hand axis of Fig. 2). The running times for the same data are plotted with respect to the right-hand axis of Fig. 2. Both the running time and errors are averages of five trials on each dataset size. We make two points about these empirical results: (1) the error we make in clustering decreases linearly, in almost exact correlation with the size of the data, and (2) the running time increases with $O(m \log m)$, promising reliable performance up to almost half a million markers, even with an enormous amount of missing data. Comparing Table II with these results, we believe the behavior of our algorithm in these experiments is predictive of its performance in the real world.

Lastly, we make a note on the impact of our choices of thresholds on the cluster quality and the running time. Tables IV and V capture the behavior of BubbleCluster on a 200K simulated dataset with 300 individuals with fixed missing data rates of 65% and 35%, respectively. In the top half of Table IV, we fix $\eta$ at 66 and vary $\tau$. With this choice of $\eta$, any marker that can achieve a maximum LOD score of at least 20 will be included in the high-quality set $\mathcal{H}$. The running time increases with increasing $\tau$, as expected; a higher $\tau$ will cause more clusters and sketch points to be created, increasing the number of LOD comparisons the algorithm needs to make. The $F$-score also increases up to $\tau = 8$, then drops off slightly for increasing values of $\tau$. This is due to Phase III of our algorithm – as $\tau > 8$, small clusters are created that cannot be merged with any large existing cluster because no marker within the small clusters achieves a high enough LOD score with any of the large clusters’ sketch points.

In the bottom half of Table IV, we reverse the roles of $\eta$ and $\tau$. Here, $\tau$ remains fixed at 8 and we increase $\eta$ from 66 (22% observed entries) to 149 (49.67% observed). In parentheses we show what we call the self-lod of a marker for the given value of $\eta$, which is the LOD score a marker would achieve with itself if it had $n - \eta$ missing entries, i.e. the maximum achievable LOD score for a marker with $\eta$ observed entries. We see that at $\eta = 66$, every marker is included in the high-quality set $\mathcal{H}$, and the $F$-score is very high. As we increase $\eta$, more markers are excluded from $\mathcal{H}$, and the $F$-score suffers. Note that at $\eta = 99$, more than 50K markers are excluded from $\mathcal{H}$, resulting in poorer coverage of the clusters with sketch points and a greater chance that low-quality markers will not achieve a high LOD score with any sketch point. These low-quality markers are left out of large clusters, decreasing the recall in the $F$-score. As we increase $\eta$ to exclude a majority of the markers, the $F$-score drops off dramatically. These results show that while we attempt to eliminate very “low-quality” markers from our dataset, a high enough LOD threshold allows us to include many markers with high amounts of missing data in our “high-quality” set $\mathcal{H}$, producing very accurate clusters.

Table V, with analogous results to Table IV for 35% missing data, tells a similar story. The running time increases with increasing $\tau$ and fixed $\eta$. However, here we see a much wider range of $\tau$ values will give accurate results very quickly. We can afford to set $\tau$ to a much higher value than in the case of 65% missing data, allowing $\eta$ to be low enough to include all the markers in our dataset in $\mathcal{H}$ for higher $F$-scores.

![BubbleCluster Results on Simulated Data](image)

**Table IV.** $F$-scores & running times for varying choices of $\eta$ & $\tau$ on a 200K dataset with 65% missing data.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$-Score</td>
<td>0.1894</td>
<td>0.5240</td>
<td>0.9261</td>
<td>0.9999</td>
<td>0.9998</td>
<td>0.9988</td>
</tr>
<tr>
<td>Time (s)</td>
<td>82.3</td>
<td>124</td>
<td>155</td>
<td>183</td>
<td>242</td>
<td>307</td>
</tr>
</tbody>
</table>

**Table V.** $F$-scores & running times for varying choices of $\eta$ & $\tau$ on a 200K dataset with 35% missing data.

<table>
<thead>
<tr>
<th>$\eta$ (self-lod)</th>
<th>132 (40)</th>
<th>166 (50)</th>
<th>172 (52)</th>
<th>179 (56)</th>
<th>186 (56)</th>
<th>192 (58)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$-Score</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
<tr>
<td>Time (s)</td>
<td>48.6</td>
<td>67.0</td>
<td>70.9</td>
<td>82.0</td>
<td>106</td>
<td>170</td>
</tr>
</tbody>
</table>

![Graph](image)
V. DISCUSSION

Current approaches to genetic mapping were designed for a small data setting, and use algorithms that scale quadratically in the number of markers. We propose an approach that exploits the underlying linear structure of chromosomes to avoid expensive comparisons between (quadratically) many pairs of markers. The resulting linkage groups (i.e., marker clusters) are highly concordant with computationally expensive quadratic calculations, but our improved scaling allows far denser maps to be constructed with minimal computation.

After the formation of linkage groups, the next step in constructing a high quality genetic map is inferring the detailed ordering of markers along chromosomes. Since our method takes into account the linear structure of chromosomes from the start, the result is an approximate marker ordering that is an excellent starting point for detailed marker order by simulated annealing or other methods that explore short-range perturbations of our approximate ordering. In fact, the sketch point order found by our algorithm for the barley dataset (Sec. IV-A), was highly correlated with the true marker order in barley linkage groups: for 6 out of 7 groups, the Spearman Rank Correlation Coefficient $\rho$ was above 0.9. We are currently working on an efficient ordering algorithm that can use the results of BubbleCluster to infer missing data and to quickly order markers.

Our algorithm can significantly speed up current genetic mapping efforts on large datasets. Though the ordering phase of genetic mapping has been shown to be NP-hard, efficient heuristic algorithms have been proposed to quickly order markers within a linkage group [3]. BubbleCluster eliminates the bottleneck in current genetic mapping tools in the big data setting. An important application of our method is in the efficient construction of ultra-dense genetic maps for large and complex genomes that are filled with repetitive sequences that frustrate genome assembly but do not limit the number of genetic markers. The most economically important of these genomes are various grasses, including crops grown for food (e.g., barley and wheat, whose genome sizes are two- to seven-fold larger than the human genome) or as biofuel feedstocks (e.g., switchgrass and miscanthus, polyploids that contain multiple, subtly different copies of a basic genome).
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